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1 Introduction

This paper is a study of the morphosyntax of the clausal periphery in the Niger-Congo language Wolof, specifically the two layers commonly labeled CP and TP/InflP. I investigate how these layers are related, and how their relationship should best be modeled. Two issues are at the core of this work: the connection between the heads traditionally called C and T/Infl, and the distribution of syntactic features across heads in the functional spine.

It has long been noted that the head that hosts the complementizer and the head that hosts the subject (and often features such as tense and agreement) share a number of properties. Strong evidence comes from languages (e.g. Irish, some Bantu languages, such as Kinande and Lubukusu) in which C exhibits features traditionally associated with verbal inflection, such as $\varphi$-features and tense. Even in English, the link between C and T is obvious: finite and infinitival Ts are selected by different complementizers, and the lack of a finite C results in the lack of $\varphi$-features on T and its inability to license a nominative subject. All this has lead to various formal implementations of the relationship between C and T, most recently in the form of a theory of Feature Inheritance, according to which all formal features are generated on phase heads and appear on lower heads only by being passed down (Chomsky 2005, 2008; Richards 2007, 2011). It was, however, quickly noted that the prediction that all features (aside from the Edge feature, which triggers movement to Spec,CP) are passed down is too strong, and that often some T-like features are found on C, appear on both C and T/Infl, or are bundled together on one head (e.g. Fortuny 2008; Ouali 2008; Legate 2011; Gallego 2014, 2017; Erlewine 2018).

It is also a long-standing observation that languages differ in the amount of structure over which functional features are distributed. For example, tense, mood, and agreement can be expressed on multiple heads in some languages, and contained on one head in others (e.g. Giorgi and Pianesi 1996; Bobaljik and Thráinsson 1998), as can features found on Voice and $v$ (Pylkkänen 2002, 2008; Harley 2017), and elsewhere. I call the structure in which features are spread out over multiple heads cartographic, referencing the work within the Cartographic project, aimed at creating a detailed inventory and hierarchy of functional categories (a.o. Rizzi 1997, 2002, 2004; Cinque 1999, 2006), and the structure in which features are bundled on fewer heads non-cartographic.

---

1This paper is an elaboration and expansion of the work in Martinović 2015a, 2017a.
This cross-linguistic variation is usually captured via parametrization, however, this cannot easily account for cartographic and non-cartographic effects within one language.

I here propose a structure-building mechanism which can explain both the C-T relationship, and the variation in the distribution of features over syntactic heads. I argue, as in the Feature Inheritance theory, that features of C and T are bundled together, and that this feature bundle can be divided into multiple heads via a mechanism I call *Head-Splitting*, which allows parts of feature bundles to reproject and create new heads. The proposal is illustrated through a detailed exploration of the C-Infl domain in Wolof, which turns out to be highly relevant for the advancement of our understanding of the link between syntactic positions at the clausal periphery and the distribution of features that inhabit them.

Wolof clauses contain overt *sentence particles* – complementizer-like elements whose presence is obligatory in order for the clause to contain tense/aspect markers (Njie 1982) or negation (Zribi-Hertz and Diagne 2003), which directly points to a link between C and the heads in the inflectional layer. Works in both the descriptive and the generative tradition identify up to a dozen of these elements (Mangold 1977; Church 1981; Dialo 1981; Njie 1982; Robert 1991; Dunigan 1994; Zribi-Hertz and Diagne 2002; Torrence 2005, 2012), however, a careful inspection of their morphosyntax reveals that all particles occurring in finite clauses can be divided into two groups: those in which a verb is located in the same head as the particle, which I term *V-raising clauses*, and those in which an A’-moved XP occupies its specifier, the *Wh-raising clauses*. The morphsyntactic properties of the two clause-types point to a novel way of viewing the relationship between the heads at the clausal periphery. They are exemplified in (1) and (2), with sentence particles in bold face.

(1) \[ \text{V-raising: Neutral clause}^2 \]

(Xale yi) lekk-na=ñu gato.
child the.PL eat-C=3PL cake

“The children ate cake.”

(2) \[ \text{Wh-raising: Wh-question} \]

Lan la \{=ñu/xale yi\} lekk?
what C\text{Wh} 3PL/child the.PL ate

“What did \{they/the children\} eat?”

There are three syntactic differences between V-raising and Wh-raising clauses. In (1), the verb is located to the left of the particle *na*. The optional non-clitic subject is also to the left of the particle (and to the left of the verb). And finally, there is an obligatory subject clitic right-adjacent to *na* (*ñu*). In (2) the verb is below the sentence particle *la*, with the *wh*-phrase (here the object) to its left. Crucially, in this clause-type, the non-clitic and the clitic subject are in complementary distribution to the right of C, and neither is optional.

V-raising clauses do not appear to have an overt CP-layer, in fact, based on (1), we may be tempted to classify Wolof as a null-subject language with subject-verb agreement. Familiarizing ourselves with the morphosyntax of sentence particles, however, forces us to classify *na* as one, meaning that we also must allow for the verb to have moved to the same position. What, then, is the status of the lexical subject, and of the element encoding its \( \phi \)-features, \( ñu \)? The Wh-raising clause in (2) presents a different picture. The lexical subject and \( ñu \), which we might identify as agreement in V-raising clauses, are in complementary distribution in what appears to be the traditional subject position below C.

The main argument in this paper is that the superficial description of the two clause-types I just presented is very much on the right track. V-raising clauses have one high functional projec-

---

2Abbreviations used in this article: CM = class marker, INF = infinitive, IPFV = imperfective, LOC = locative clitic, OBJ = object clitic, PL = plural, PST = past tense, SG = singular, STR.PRON = strong pronoun.
tion, whose head combines the features of both C and the head typically hosting the subject in its specifier. In Martinović 2019 I argue extensively that Tense is a lower head in Wolof, below the head that hosts the subject, which I here label Infl, and below negation, when it is present. Since C and Infl are not separate projections in V-raising clauses, there is no position where the subject could get nominative case, which in Wolof is assigned under immediate c-command by C. Wolof, however, has C-oriented clitics, which can get into a position where they are assigned case. Therefore the only type of clause-internal subject allowed (and obligatory) in V-raising clauses is a pronominal one.

Wh-raising clauses have separate C and Infl projections: there is a higher head with an overt complementizer and a wh-moved nominal in its specifier, and a lower one, with a place for the subject, which is now in a position where it can get nominative case. Wh-raising clauses can therefore have a non-clitic subject below C. I derive the difference between V-raising and Wh-raising clauses by assuming that C and Infl in fact start out as a single head, which either stays unified, or splits, depending on purely syntactic circumstances. The main contribution of this paper is the detailed development of the mechanism of Head-Splitting, which distributes the features between the two heads.

The paper proceeds as follows. In section 2 I discuss the syntax of sentence particles, subject clitics, and non-clitic subjects, and the core data to be analyzed in the remainder of the paper. Section 3 presents the mechanism of Head-Splitting. Sections 4 and 5 apply the analysis to two Wolof clause-types. Finally, section 6 presents data from clauses with nominal predicates, which appear to have properties of both V-raising and Wh-raising clauses and are a potential challenge to the analysis. Section 7 concludes.

2 Wolof complementizers and subjects

In this section I discuss the properties of sentence particles, to show that they belong to the same category and can be treated as low complementizers. I then review the properties of subject clitics, arguing for their pronominal status. Finally, I address the status of non-clitic subjects in V-raising clauses and show that they are not in a canonical subject position.

2.1 Sentence particles and subject clitics

All finite indicative clauses in Wolof contain one of what appear to be a variety of sentence particles. My view of these elements broadly follows Dunigan’s (1994) analysis, who argues that they belong to the same category (for her, SigmaP), as they are in complementary distribution with one another, and pronominal clitics behave uniformly with respect to them, clustering in a fixed order to their right. I treat sentence particles as low complementizers hosted by the head that combines the features of C and Infl, which I here call CI. (3) shows the clauses structure argued for in this paper. CI is sometimes realized as a single head, and sometimes split into two heads.

---

3The debate around the relationship between C and T is equally valid in languages in which inflectional features are not all grouped on one head, but spread out over more structure, as is the case in Wolof. Tense is here lower than the head hosting the subject. Since Wolof does not exhibit agreement with the subject, I label the head hosting the subject as Infl, and not Agr.
also possesses a higher embedding complementizer \textit{ni}, which can embed a clause with any of the sentence particles.\footnote{In a split-CP structure proposed by Rizzi (1997), CI would be closest to Fin, which is how Zribi-Hertz and Diagne (2002) and Torrence (2003) label the V-raising particle \textit{na}. The embedding complementizer \textit{ni} would be akin to Rizzi's Force.}

(3) \textbf{Wolof clause structure} \[ [\text{CP} - \text{EMB} \textit{ni} [\text{TopP} [\text{CIP} \text{ sentence particles} [\text{TP} [\text{vP} [\text{VP} ] ] ] ] ] ] ] \]

Wolof has two finite indicative clause-types. In \textit{V-raising} a verbal element is adjoined to the sentence particle, the clause-internal subject can only be a clitic, with an optional non-clitic subject in the left periphery (I shall argue in Spec,CIP). In \textit{Wh-raising}, an XP is A′-moved to the specifier of the sentence particle, the verb does not raise to it, and the clause-internal subject can be a non-clitic. Table 1 summarizes these characteristics.

<table>
<thead>
<tr>
<th>V-raising</th>
<th>Wh-raising</th>
</tr>
</thead>
<tbody>
<tr>
<td>verb in CI</td>
<td>no verb in CI</td>
</tr>
<tr>
<td>lexical subject in Spec,CIP</td>
<td>A′-moved XP in Spec,CIP</td>
</tr>
<tr>
<td>subject below CI must be a clitic</td>
<td>subject below CI can be a non-clitic</td>
</tr>
</tbody>
</table>

Table 1: Syntactic characteristics of V-raising and Wh-raising clauses

V-raising clauses are exemplified in (4). Elements that can raise/adjoin to CI are the main verb, as in an information-structurally neutral clause in (4a), the verb \textit{def} 'do' in a Predicate Focus clause in (4b), and the imperfective auxiliary \textit{di} in (4c). I follow Church (1981) and consider Predicate Focus clauses to involve \textit{do-support}. Since \textit{def} 'do' never carries any inflectional morphology, I assume it is externally merged directly into CI.\footnote{The sentence particle and the verb 'do' are not transparently decomposable into two separate morphemes. Church (1981) credits Senghor (1963) for the insight that these clauses contain the verb 'do’, relating the third singular form of the complementizer+subject-clitic complex, which is \textit{dafa}, to \textit{def} 'do’. He notes that this link is clearer in some Wolof dialects, in which the 3rd singular form is \textit{def-a}.}

(4) \textbf{V-raising clauses}

a. Xale yi lekk-\textbf{na}=ñu=ko=fa.
   child the.PL eat-\textit{C}V=3PL=3SG.OBJ=LOC
   'The children ate it there.'

b. Xale yi \textbf{da}=ñu=ko=fa lekk.
   child the.PL \textit{do}.\textit{C}V=3PL=3SG.OBJ=LOC eat
   'The children ATE it there.'

c. Xale yi \textbf{di-na}=ñu=ko=fa lekk.
   child the.PL IP芙-\textit{C}V=3PL=3SG.OBJ=LOC eat
   'The children will eat it here.'
The clauses in (4) obligatorily contain a subject clitic right-adjacent to the sentence particle, and the non-clitic subject is to its left. Note also that all clitics cluster to the right of the sentence particle. Since clitics target a particular position in the clause, they are evidence that the different sentence particles are members of the same category and occupy the same syntactic slot. Clitics can surface elsewhere if the clause is smaller than a CP (see §6.2), but they only cluster, and surface in this particular order, to the right of a sentence particle.

In Wh-raising clauses—Subject and Non-subject Exhaustive Identification clauses, questions, and relative clauses—the non-clitic and the clitic subject are in complementary distribution below CI. In Non-subject extraction, the lexical subject and the pronominal one are clause-internal, to the right of the sentence particle, as in (5). (5a) and (5b) show a clause with Exhaustive Identification of the object. The clause-internal subject is either the clitic, or the non-clitic subject. (5c) and (5d) show the same for an object relative clause.

(5) **Object Wh-raising**

a. Musaa, l-a=tu=fa gis t_i.
   Moussa l-C_Wh=3PL=LOC see
   ‘It is Moussa that they saw there.’

b. Musaa, l-a=fa xale yi gis t_i.
   Moussa l-C_Wh=LOC child the.PL see
   ‘It is Moussa that the children saw there.’

c. jigeen, j-i=mu=fa gis t_i
   woman CM-C_Wh=3SG=LOC see
   ‘the woman that he saw.’

d. jigeen, j-i=fa Musaa gis t_i
   woman CM-C_Wh=LOC Moussa see
   ‘the woman that Moussa saw.’

In subject wh-extraction, either the lexical subject or a subject pronoun is located in the specifier of the sentence particle. Neither can occur to its right. (6) shows this for subject Exhaustive Identification and a subject relative clause.

---

6Another clause-type that falls into the Wh-raising type are verbless clauses with locative predicates, in which the subject is A’-extracted. One type of a progressive clause is built on top of the locative clause, so it also belongs to the Wh-raising clause-type, though its syntax is a bit more complex. I therefore do not discuss it here, but see Martinović and Schwarzer 2018 for details.

7The clitic subject and the non-clitic subject are ultimately not in the same position; the clitic is right-adjacent to the sentence particle and followed by other pronominal clitics, whereas the non-clitic subject follows all pronominal clitics (Russell 2006; Martinović 2015a). The clitics therefore end up in a position right above the clause-internal subject position.

8Wolof distinguishes between strong pronouns and clitics, and their distribution differs. Only a strong pronoun can occur in Spec,CP (in line with observations made in Cardinaletti and Starke 1999). The pronouns in Spec,CP are reduced and in most persons identical to clitics. See Martinović 2015a for more detail.
The difference between V-raising and Wh-raising clauses is very clear. In the former, the non-clitic subject and the subject clitic are on the opposite sides of the sentence particle. The clitic right-adjacent to it is obligatory, and the non-clitic subject occurs in the left periphery. In the latter, the lexical and the pronominal subject are either in complementary distribution clause-internally (to the right of the sentence particle), or in the specifier of the sentence particle, in which case a subject clitic cannot occur to its right. This distribution of subject clitics precludes an analysis in which they are verbal agreement, since we would have to contend with the obligatory absence of agreement in all but V-raising clauses.

To further support this claim, I discuss the properties of subjects to the left of the sentence particle in V-raising clauses, to show that they differ from clause-internal subjects and to establish their position in the left periphery.

### 2.2 Non-clitic subjects in V-raising

I have argued that the non-clitic subject is in different positions in V-raising and in Wh-raising clauses. Part of my analysis of the obligatory occurrence of the subject clitic in V-raising clauses relies on demonstrating that the non-clitic subject to the left of CI is not in a structural subject position; i.e. that this subject does not satisfy whatever requirement is placed on the subject of the clause. In this paper I argue that this requirement is that an element in the clause bear the nominative case, and that the subject to the left of CI cannot receive it. The subject clitic can, and therefore it is the only available subject in V-raising clauses. The details of this proposal are worked out in section 4. In this section, I establish the position of the non-clitic subject in V-raising clauses.

One possibility is that all subjects to the left of CI are topicalized. DPs can certainly be left-dislocated in Wolof and receive topical interpretation (Russell 2006). Topics in Wolof are resumed by clitics. Topicalized subjects can freely change order with other topics, confirming that they are indeed topicalized, as in the Wh-raising clauses in (7).

(7) **Topics can change order in Wh-raising clauses**; Russell 2006, 130

a. Ceeb bi, [Maryam ag Xhadi]j, ñu,-a (>ñoo) ko, lekk rice the,SG Maryam and Xhadi 3PL-CWh 3SG.OBJ eat

“The rice, [Maryam and Xhadi], it’s themj who ate it.”

b. Ceeb bi, [Maryam ag Xhadi]j, ñu,-a (>ñoo) ko, lekk rice the,SG Maryam and Xhadi 3PL-CWh 3SG.OBJ eat

“The rice, [Maryam and Xhadi], it’s themj who ate it.”
In V-raising clauses, the same can happen – a subject in the left periphery can be topicalized, as shown in (8), where it can change order with the topicalized object DP.

(8) Topics can change order in V-raising clauses; Russell 2006, 130

a. Ceeb bi$_j$ [Maryam ag Xhadi], lekk-na=ñu$_i$=ko$_j$.
   rice the.SG Maryam and Xhadi eat-C$_V$=3PL=3SG.OBJ
   ‘The rice$_j$, [Maryam and Xhadi],$_i$ they$_j$ ate it$_j$.’

b. [Maryam ag Xhadi], ceeb bi$_j$ lekk-na=ñu$_i$=ko$_j$.
   Maryam and Xhadi rice the.SG eat-C$_V$=3PL=3SG.OBJ
   ‘[Maryam and Xhadi],$_i$ the rice$_j$, they$_j$ ate it$_j$.’

Topicalized DPs are usually followed by a pause, and must be felicitous under a topical interpretation. The same is not true of lexical subjects in V-raising structures. The sentence in (4a), for example, can be uttered in an out-of-the-blue context, and the DP xale yi ‘the children’ is not followed by a pause. A more convincing piece of evidence that there is a difference between pre-CI lexical subjects in V-raising clauses and topicalized DPs comes from bare quantifiers, which are usually assumed not to be able to occur in topic position (Rizzi 1986, 1997). This is true in Wolof: as expected, bare quantifiers cannot occur in positions which are definitely topics, such as preceding elements that A’-move to Spec,CIP:

(9) Bare quantifiers cannot precede A’-moved elements; Russell 2006, 134

*Kenn$_i$ lan 1-a=∅$_i$ jënd?
   someone what 1-C$_{Wh}$=3SG buy
   intended: “Someone, what did s/he buy?”

Russell (2006) shows that in Wolof bare quantifiers can appear as subjects to the left of CI, as in (10a), but not as subject topics, in (10b):

(10) Bare quantifiers can be to the left of C in V-raising; Russell 2006, 134

a. Kenn$_i$ gis na=∅$_i$ Maryam.
   someone see C$_V$=3SG Maryam
   “Someone$_i$, saw Maryam.”

b. *Kenn$_i$ Maryam$_j$ gis na=∅$_i$=ko$_j$.
   someone Maryam see C$_V$=3SG=3SG.OBJ
   intended: “Someone$_i$, Maryam$_j$, s/he$_j$ saw her$_j$. ”

The data suggest that there is a non-topical position for non-pronominal subjects to the left of the sentence particle in V-raising clauses. I propose that this is the specifier of the CI head. One crucial difference between the subject position in V-raising clauses and the one in Wh-raising
clauses is that the former one does not have to be occupied by an overt element. Clause internal subjects, on the other hand, can never be null.

(11)  

Only subjects to the left of C can be null

a. (Xale yi) lekk-na=ñu ceebujën.  
   (child the.PL) eat-ČV=1SG ceebujen  
   ‘(The children)/They ate ceebujen.’

b. Ceebujën la *(xale yi/ñu) lekk,  
   ceebujen ÇWh *(child the.PL/3PL) eat  
   ‘It’s ceebujen that {the children/they} ate.’

Furthermore, the subject in V-raising clauses can be a strong pronoun. As in many languages that have both strong and weak/clitic pronouns, strong pronouns in Wolof cannot occupy argument positions; they can be topicalized, focused, and found in coordination and as complements of prepositions (Cardinaletti and Starke 1999). They can also occupy the subject position to the left of C in V-raising clauses:

(12)  

Only subjects to the left of C can be strong pronouns

a. (Ñoom) lekk-na=ñu ceebujën.  
   (3PL STR.PRON.) eat-ČV=1SG ceebujen  
   ‘They ate ceebujen.’

b. *Ceebujën la ñoom lekk,  
   ceebujen ÇWh 3PL STR.PRON. eat  
   ‘It’s ceebujen that they ate.’

I argue in this paper that the non-topical subject position in V-raising clauses differs from the clause-internal subject position in Wh-raising clauses in that the former one is not a structural case position, while the latter one is. This will play an important role in explaining the obligatory presence of the subject clitic in V-raising clauses.

2.3 Interim summary

In this section we saw data that point to a structural difference between V-raising and Wh-raising clauses in Wolof. The highest functional head in V-raising is doing double duty: it has a C-like property, in that it hosts the complementizer na, and an Infl-like property, in that it hosts the subject in its specifier. In Wh-raising clauses, there are two separate heads, a higher C-like one that hosts the wh-complementizer (Martinović 2015a, 2017b,a) and a wh-word in its specifier, and a lower Infl-like one that can host a non-clitic subject in its specifier. The main claim of this paper is therefore that in Wolof the features of C and Infl are sometimes contained in one head (non-cartographic effects, in (13)), and other times split over two heads (cartographic effects, in (14)).
We also saw that clauses with a compact CI head contain an obligatory subject clitic to the right of CI, in addition to the (optional) non-clitic subject in Spec.CIP. I will argue that this has to do with (i) the requirement that every clause have a nominative subject, and (ii) the inability of the non-clitic subject in Spec.CIP to receive nominative case.

The next section presents the mechanism of Head-splitting, which is used to derive the difference between V-raising and Wh-raising clauses.

3 Head-internal geometry and head-splitting

In this section, I lay out the mechanism which derives the non-cartographic V-raising clause type, in which features are bundled on one head, and the cartographic Wh-raising type, in which they are distributed over two heads. I propose that splitting of features across two heads occurs in cases of feature-checking failure, e.g. due to the goal not being in the probe’s c-command domain or due to the unavailability of a landing position for the movement of the goal. In such a case, the part of the head containing this feature’s node may alternatively move to a higher position, creating new c-command relations and a new specifier position, yielding what we traditionally observe as C and Infl separation.

First, I adopt the standard assumption that there are two types of features: (i) Probe-features that trigger syntactic operations such as agreement and movement because they must be checked by forming a relationship with an element that carries (ii) a matching Goal-feature ([F^+]). I propose that there are two types of Probe-features, listed in (15):

(15) **Probe feature-types**

a. **Type 1** Probe-features [F^*] on X are checked (i) by agreement and movement of Y/YP with a matching Goal-feature [F^+] such that X c-commands Y/YP, or (ii) by base-generation of a Y/YP with [F^+] in Spec.XP or adjoined to X.

b. **Type 2** Probe-features [F^◦] on X are checked by Y with a matching Goal-feature [F^+] such that Y c-commands X, under the locality condition defined in (16).

(16) **Locality Condition for Type 2 feature-checking**

A Type 2 Probe-feature F^◦ on a head X is checked by a Goal-feature F^+ on a head Y,

---

9The Locality Condition as defined here is akin to proper head-government (Chomsky 1986).
such that Y c-commands X and there is no head Z such that Z c-commands X and Y c-commands Z.

In this paper, the only Type 2 feature we will concern ourselves with is the Case$^0$ feature. See Martinović 2015a for arguments that φ-feature in Wolof is also a Type 2 feature.

Probe-features on a head are hierarchically organized in a type of a feature-geometry, in which each feature is realized as a separate node, illustrated in (17).

\[
[H F1^* [H F2^* [H F3^0 [H H ] ] ] ]
\]

All features are checked in a strict order, determined by the head-internal geometry. Note that the structural conditions on feature checking are placed on the head, and not on the node where a particular feature is located. The head probes for elements with matching features, based on the accessibility condition in (18). The only feature accessible to the head and capable of triggering operations is the highest unchecked feature in the hierarchy.

\[
\text{(18) Feature Accessibility Condition}
\]

An unchecked feature $F^*/F^0$ on a head X is accessible to syntactic operations only if $F^*/F^0$ is the highest unchecked feature in the hierarchy.

In addition to Probe-features, a head may, of course, also contain Goal-features. I propose that they are accessible at any point in the derivation by another head for feature-checking purposes. For concreteness, I place goal features in the lowest nodes of a particular head.

The feature system I propose is in several ways similar to the system in Georgi and Müller (2007, 2010) and Müller (2010). They propose the existence of two types of features: subcategorization features, which are involved in structure-building and trigger external Merge, and probe features, which trigger Agree under c-command. Their subcategorization features either have θ-roles mapped onto them, or play a role in structure-building operations that involve functional categories. My Type 1 and Type 2 features would both be a type of a probe feature in a system such as the one in Georgi and Müller 2007, 2010 and Müller 2010. I do not include subcategorization features in my model, as they are not directly relevant for the present topic, but their checking could not be assimilated to either that of Type 1 or Type 2 features, since subcategorization features need to be able to create both complements and specifiers. I leave the question of how subcategorization features fit into the feature-system I propose aside for the time being.

A further difference from the system I propose and that of both Georgi and Müller and the nowadays more common systems with the uninterpretable/interpretable distinction (e.g. Chomsky 1995; Pesetsky and Torrego 2001, 2007) is in the direction of the operation Agree. The original definition of Agree states that a probe searches for a goal in its c-command domain, meaning that agree can only proceed DOWNWARD (Chomsky 2000, 2001; see also, among others, den Dikken 1995; Polinsky and Potsdam 2001; Preminger 2013; Polinsky and Preminger To appear). This view of agreement has been extensively challenged, proposing that a goal can also (or only) be higher than the probe, resulting in UPWARD agree (Merchant 2006, 2011; Baker 2008; Bjorkman 2011; Wurmbrand 2012a,b, 2014; Zeijlstra 2012; Abels 2012; Bjorkman and Zeijlstra 2014, 2015, 2019; Carstens To appear). In my system, movement-triggering Agree is initiated by Type 1 features and proceeds downward, i.e. the probe c-commands the goal. Type 2 features do not trigger movement, but initiate Agree only with a goal that c-commands them, in an instance of upward agreement.
(Merchant 2011). This points to a crucial difference between the two feature types in their role in syntax.

Another question we might ask is how we can tell that a particular feature is ever valued without triggering movement, if it is valued by a higher goal. The idea that a probe agrees with a higher goal is crucially tied to proposals that, at least for some agreement relationships to be established, the Spec-Head configuration is necessary (e.g. Koopman 1996, 2005; Chung 1998). This is usually handled by assuming that one and the same feature triggers agreement and movement. In Wolof, however, we have no evidence of, for example, ϕ-agreement between the subject and the verb (T), but the subject does move out of its base position. The only instance of agreement in ϕ-features occurs in a subset of A′-movement constructions, between the head hosting the sentence particle, and the A′-extracted phrase (not necessarily the subject). In Martinović 2015a I therefore propose that ϕ is a Type 2 feature, never triggering movement, but only agreeing if there is an available goal that locally c-commands it. I do not discuss ϕ-features in this paper, but I consider Case0 to be a Type 2 feature that is checked by a locally c-commanding goal. This will explain why only a clitic subject is acceptable in V-raising clauses.

An important part of the feature-system that I propose is that Probe features on a head are hierarchically ordered. The hierarchical ordering of features is not a novel idea and has been explored in various works. Georgi and Müller (2007, 2010) and Müller (2010) assume that their subcategorization features and probe features form strictly ordered stacks on a head and must be discharged hierarchically, by invoking the same type of accessibility restriction that I propose – only features that are on top of a feature stack are accessible. Another proposal of hierarchical feature ordering is made by Manetta (2006, 2011), who posits that features on a head have internal organization. First, they are grouped into bundles, and then those bundles form ordered stacks. Each bundle is valued in a single Probe-Goal interaction. The difference between these models and the one I propose is that I assume that features are hierarchically organized as terminal nodes of a complex head.10 This has the advantage of affording a straightforward way for a part of the head to split off and reproject to a higher position, which is how I propose the C-I system is formed.

I propose that Head-Splitting may apply in building of a structure as defined in (19):

\[
(19) \quad \text{Head-Splitting}
\]

The smallest projection of the head H that dominates all unchecked features splits off and moves to a higher position, adjoining to HP.

The trees in (20) and (21) illustrate the geometrical feature organization on the head H, and the splitting mechanism. In (20), [F1] is checked first by agreement with, and movement of, some element in H’s c-command domain (not shown). When the turn comes for [F2] to be checked, this fails (one reason for feature-checking failure is discussed below). Another possible derivation is for [F2] and the projection immediately dominating it to split off and remerge above H, thus creating a new head.

---

10 Geometrical organization of features has been proposed, though in a more complex form, in Harley and Ritter 2002.
Head-splitting is similar to head reprojec-
tion (e.g. Pesetsky 1985; Ackema et al. 1993; Koen-
Surányi 2005; Georgi and Müller 2010), except that here only parts of heads reproject – those
that carry unchecked features. Reprojection provides a natural way of deriving Head-Splitting, if
we allow for only parts of heads to reproject. This is the novelty of my approach, made possible
by the geometrical organization of a head’s Probe-features. A question we may want to ask at this
point is how this system would derive the data from, for example, West Germanic and Kinande, in
which we do see \( \varphi \)-features appear on both the C and the T head. It can be imagined that in such
languages the features that are duplicated are not geometrically organized, but are organized in a
manner closer to that proposed in Georgi and Müller 2010, with entire heads reprojecting. Since
this is not the case in Wolof, I do not directly address this question here, but see Erlewine 2018 for
an implementation of this idea.

4 V-raising and unsplit CI

Together with sections 5 and 6, this section develops the central argument of the paper: that the
C-I link in Wolof is of a particular nature, namely, that the two heads traditionally called C and I
in fact start out as a single head, which may remain compact in Wolof.

Here we take a close look at V-raising clauses.\(^ {11} \) The data in §2 illustrate three crucial properties
that differentiate them from Wh-raising clauses, repeated in Table 2. First, in V-raising clauses the
verb is located in the highest head, which also hosts the sentence particle. Second, the optional
lexical subject is to the left of the verb-C-clitic complex. And third, there is an obligatory clitic
subject, right-adjacent to the sentence particle.

<table>
<thead>
<tr>
<th>V-raising</th>
<th>Wh-raising</th>
</tr>
</thead>
<tbody>
<tr>
<td>verb in CI</td>
<td>no verb in CI</td>
</tr>
<tr>
<td>non-clitic subject in Spec,CIP</td>
<td>A'-moved XP in Spec,CIP</td>
</tr>
<tr>
<td>subject below CI must be a clitic</td>
<td>subject below CI can be a non-clitic</td>
</tr>
</tbody>
</table>

Table 2: Syntactic characteristics of V-raising and Wh-raising clauses

There are two types of V-raising clauses: those with a verb or the imperfective auxiliary in CI,
Neutral sentences, and those with \( \text{do} \)-support in CI, Predicate focus sentences (see §2). I argue

\(^ {11} \)“V-raising” is somewhat of a misnomer since one clause-type involves \( \text{do} \)-support – the verb \( \text{def} \)’\( \text{do} \)’ is inserted
directly into CI. I use the term “V-raising” for convenience.
here that they involve an unsplit CI head. I also propose that the clause-internal subject can only be a clitic because of the mechanism of Nominative Case assignment.

I propose the CI head in V-raising structures in Wolof to have the following features:

(22) **Features of CI in Wolof V-raising clauses**

(i) D*
(ii) V*
(iii) Case+

D* is a Type 1 Probe-feature, more commonly known as the EPP, traditionally used to capture the observation that there is an overt subject, at some point in the derivation, in Spec,IP (Chomsky 1982). There have been many attempts to reduce the EPP to other phenomena, which either cluster with the EPP, or are meant to explain its effect and make it superfluous. Acknowledging all the unresolved questions related to the EPP, I adopt the proposal in Chomsky 1995 that EPP is a D feature on CI.

V* is also a Type 1 Probe-feature; I hold it responsible for verb raising to CI. In some analyses, especially of V2 languages, the feature that performs this function is a Tense feature (e.g. Den Besten 1989). I argue in Martinović 2017a that Tense is below CI in Wolof, and therefore could not trigger verb raising to CI. V* has no explanatory power here; I use it simply to capture verb movement up the clausal spine.

Another relevant feature is the Type-2 feature on a DP, requiring that it be assigned case. I am here agnostic as to whether this feature can be reduced to another feature, and label it simply as Case°. The goal feature is Case+ on CI, which I propose assigns nominative case, under the Locality Condition defined in (16). This will account for the obligatory presence of a subject clitic in V-raising clauses.

The internal feature geometry of CI is represented in (23).

(23) **Feature geometry of CI in V-raising clauses**

In the remainder of this section, I show how the feature geometry of CI and the system detailed in the previous section derive three properties of V-raising clauses: (i) a verb is located in the highest functional head, (ii) a non-clitic subject is in the specifier of this head, and (iii) a subject clitic obligatorily occurs to the right of this head. We will consider the derivation of Neutral clauses, but Predicate focus clauses are derived in the same way, the only difference being that V*
on CI is satisfied via the external merger of the verb def ‘do’, instead of the internal merger of a verbal head from the clause.

A simplified structure of the V-raising clause in (24) (omitting functional projections irrelevant for the analysis) when CI is merged is in (25).\textsuperscript{14} I assume that the verb raises through all the heads of the inflectional layer to T, triggered by the V*-feature. CI takes the TP as a complement. Note that the subject DP cannot have its Case\textsuperscript{◦} feature checked in this position. Case\textsuperscript{◦} is a Type 2 feature, and must be checked via a c-commanding head in a local configuration. In (25), the subject DP is separated from CI by the TP.

\begin{equation}
(24) \quad \text{Xale yi lekk-na=ñu ceeb.}
\end{equation}

child the.PL eat-C\textsubscript{V}=3PL rice

\textit{"The children ate rice."}

\begin{equation}
(25)
\begin{array}{c}
\text{CI} \\
\begin{array}{c}
\text{D*} \\
\text{V*} \\
[\text{Case}\textsuperscript{+} \text{na}] \\
\text{lekk ate}
\end{array}
\end{array} \\
\begin{array}{c}
\text{TP} \\
T \\
\text{V}
\end{array} \\
\begin{array}{c}
\text{VP} \\
\text{DP} \\
\text{V'}
\end{array} \\
\begin{array}{c}
\text{CI} \\
\begin{array}{c}
\text{[Case}\textsuperscript{+}]
\end{array}
\end{array} \\
\begin{array}{c}
\text{the children}
\end{array}
\end{array}
\end{equation}

As laid out in detail in section 3, Probe-features on CI are checked by an element with a matching Goal-feature, according to the order imposed by their hierarchical organization and in accordance with the \textit{Feature Accessibility Condition} in (18). The first accessible feature is D*, a Type 1 feature that must be checked via Agree and Move, so the subject \textit{xale yi ‘the children’} moves to Spec,CIP to check D* on CI. Recall from section 2 that the non-clitic subject in V-raising clauses is not a topic, as it can be a bare quantifier, and that it occupies a position below topics. I therefore propose that it is located in Spec,CIP. The next accessible feature is V* and the verb \textit{lekk} then moves and adjoins to CI to check it.\textsuperscript{15} The derivation is illustrated in (26).

\textsuperscript{14}I use smaller font to distinguish the internal syntax of the CI head from the remainder of the clausal structure.

\textsuperscript{15}In this analysis, head movement and phrasal movement are crucially different, in that heads adjoin to heads and phrases move into their specifiers (c.f., e.g., Matushansky 2006.).
The internal feature geometry of the CI head and the hierarchical valuation of features explains why the CI head in V-raising clauses is not split, deriving the fact that a non-clitic subject does not occur below CI in these sentences. (26) is, however, not the final structure of a neutral V-raising clause; we have seen that these clauses have an obligatory subject clitic right-adjacent to the CI head:

(27) Neutral V-raising clause has an obligatory subject clitic

\[
\text{Xale yi lekk-na}=\text{ŋu} (\text{ci}) \text{ceeb bi.}
\]

\text{child the.PL eat-CV=3PL rice the.SG}

\text{“The children ate the rice.”}

I propose that Spec,CIP is not a position where the subject can get nominative case. This is supported by the fact that it can be occupied by strong pronouns, which can never be found in structural case positions. Furthermore, I propose that its case can also not be checked in a position below CI. The locality condition on the checking of Type 2 features requires them to be checked by a local c-commanding head. The subject DP and CI are at no point in the derivation in such a configuration. Before movement to Spec,CIP, the subject is not local enough to CI to have its Case°-feature checked; after movement, the case-assigner no longer c-commands it.

I propose that the occurrence of the subject clitic is related to the following requirement:

(28) Nominative Case Condition

Nominative case must be assigned to some nominal element in every finite clause.

Given that a non-clitic DP can in no circumstance get nominative case, I propose that the derivation in which only a non-clitic subject is generated in Spec,vP always crashes.

The alternative is for the clause-internal subject to be a clitic. Because clitics in Wolof move to a particular position in the clause, the subject clitic will adjoin to the sister of the complement of the highest functional head in the CIP domain (see (30)). This happens to be the position that
satisfies the locality requirement for Type 2 feature-checking, enabling a pronominal subject to have its Case°-feature checked. I propose this to be the reason why V-raising clauses can only have a pronominal clause-internal subject.\textsuperscript{16}

What remains now is to formalize the relationship between the clitic and the non-clitic subject, capturing the fact that a non-subject DP cannot occupy Spec,CIP. I propose that this is a type of Clitic Doubling/Clitic Left Dislocation. For concreteness, I propose that clitics are generated as a constituent with a doubled argument in a big-DP structure as in (29) (Uriagereka 1995; Cecchetto 2000; Belletti 2005; Franks and Rudin 2005; van Craenenbroeck and van Koppen 2008; Arregi and Nevins 2012). Clitics in Wolof behave more like phrases than like heads, so I place them in a specifier of D\textsubscript{Big}, which takes the doubled argument as its complement. The doubled argument can be any DP or a strong pronoun, one of which is a pro. This explains why only a subject to the left of the sentence particle can be phonologically null: strong pronouns cannot occur in argument positions.

\begin{equation}
\text{(29)} \quad \text{big-DP}
\end{equation}

\text{DP\textsubscript{Big}}
\begin{equation}
\begin{array}{c}
\text{DP\textsubscript{Cl}} \\
\text{ñu} \quad \text{D\textsuperscript{′}Big} \\
\text{they} \quad \text{D\textsubscript{Big}} \quad \text{DP\textsubscript{Arg}} \\
\text{NP} \quad \text{D} \\
\text{xale} \quad \text{yi} \\
\text{child} \quad \text{the.PL}
\end{array}
\end{equation}

In Wolof, as in some other languages with Clitic Left Dislocation (but not Clitic Doubling, e.g. Italian), the clitic and DP\textsubscript{Arg} cannot both stay clause-internal (inside the same CIP). The clitic has its own placement requirements, which have it adjoin to the sister of CI. If there is an overt argument inside the big-DP, it must be to the left of CI. In V-raising clauses, this position is Spec,CIP.\textsuperscript{16}

\text{\textsuperscript{16}A similar phenomenon occurs in French Complex Inversion constructions. In the sentences in (i), a full DP subject precedes the verb, and a subject clitic follows it. As in Wolof, the preverbal subject can be a quantifier, meaning it is not in a dislocated position. Such structures are only available in questions in French.}

\begin{enumerate}
\item \textbf{Complex Inversion in French} (Rizzi & Roberts 1996, p.91)
\begin{enumerate}
\item Quel livre Jean a-t-il lu?
which book John has-t-he read
“Which book has John read?”
\item Personne n’est-il venu?
no-one isn’t-he come?
“Didn’t anyone come?”
\end{enumerate}
\end{enumerate}

Rizzi and Roberts (1989/1996) tie these constructions to case, though with slightly different assumptions. They propose that sentences as in (i) are clauses with two subjects (the clitic generated in Spec,TP and the DP in Spec,VP). They assume that T in French can only assign nominative case to the left, so if the verb stays in T, the subject in Spec,VP cannot receive case, and such sentences never surface. The raising of the verb to C makes two operations possible: (i) the lexical subject can move to its left and be assigned nominative case there and (ii) the subject clitic can receive case through incorporation into C (Baker 1988).
propose DP_{Arg} moves there to check D^*. Since only a subject can occupy Spec,CIP (the object, for example, cannot move there), it follows that the subject in V-raising clauses is always a big-DP, with the double being the highest DP and thus moving to Spec,CIP.\footnote{An alternative to a big-DP would be to say that the DP in Spec,CIP is base-generated there. In that case, we must stipulate that a DP in Spec,CIP (and a DP in a topic position, for that matter) is obligatorily resumed by a clitic clause-internally. We also must place a condition on this DP, which would require it to bind the highest clitic in the clause, ensuring that the element in Spec,CIP is always the subject.} I defer a detailed discussion of clitics until section 6.

The final structure of the V-raising clause is in (30). The clitic is in its final landing position, adjoined to the sister of CI, where it can receive nominative case.\footnote{Alternatively, Platzack and Holmberg (1995) propose that pronouns have inherent case, so clitics would do not need to have a Case^0-feature checked.}

\begin{equation}
(30)
\end{equation}

A final detail has to do with case of DP_{Arg}. I have argued that only the clitic can receive case in V-raising clauses, given its placement in the position where it is locally c-commanded by CI. This would mean that DP_{Arg} does not get nominative case. There is no overt case marking in Wolof, and only clitics show a difference between nominative and accusative case; strong pronouns do not. It has been proposed that, in cases in which a DP cannot be assigned abstract case—for example, when it is left-dislocated—it receives default morphological case (e.g. Anagnostopoulou et al. 1997; Legate 2008). I adopt this proposal for our purposes.

In this section I investigated V-raising sentences in Wolof, which exhibit three properties not found in Wh-raising sentences. First, the verb is located in the head that hosts the sentence particle, a complementizer-like element by hypothesis situated in a C-like head. Second, the non-clitic subject cannot be below the sentence particle, but is located to the left of the verb-C complex. And third, an obligatory pronominal subject clitic occurs clause-internally, immediately to the right of
the sentence particle. I argue that V-raising clauses contain one high functional head, CI, which combines features commonly distributed between C and I: two Type 1 features, $D^*$ and $V^*$, which must be checked by an element in the c-command domain of CI that must move to its specifier or adjoin to it. Assuming a difference between head movement and phrasal movement, all of CI’s features can be checked on CI, which leads to it staying compact. The obligatory occurrence of a pronominal subject clitic is the result of the mechanism of nominative case assignment, and the Nominative Case Condition, which requires that some nominal in a finite clause be assigned nominative case. I propose that it must be checked by CI in a configuration in which CI locally c-commands D. Such a relationship is never established between the lexical subject and the CI – when in situ, the lexical subject is divided from CI by other functional projections, at least the TP, and when to the left of CI, it is not c-commanded by it. Therefore, a derivation in which a lexical subject is generated in Spec,$v_P$ always crashes. If, however, a big-DP is generated in Spec,$v_P$, containing both the clitic and the non-clitic subject, both $D^*$ and the Nominative Case Condition can be satisfied. The clitic raises via Clitic Movement and adjoins to the sister of the complement of the highest functional projection, which is just below CI. This position satisfies the requirement for nominative case assignment, and a pronominal clitic can thus receive nominative case. A lexical DP subject or a strong pronoun (which includes $pro$) moves to Spec,CIP to check $D^*$.

In the following section, we explore Wh-raising clauses in which the CI head does not stay compact, but splits into two positions, yeilding the traditional C-I separation.

5 Head-splitting in Wh-raising clauses

Section 4 shows how a particular implementation of the insight that the complementizer layer and the inflectional layer share a deep connection, in an analysis according to which they start out as a single head, explains syntactic properties of V-raising clauses, in which there is no apparent division between the two heads and all their properties are bundled in one functional projection. In this section, I show how the same approach derives Wh-raising clauses, where the traditional division between the two heads is observed. The crucial difference between the two clause types is in the availability of a subject position below the sentence particle, i.e. the CI head.

Wh-raising clauses include $wh$-questions, structures in which a DP is Exhaustively Identified, and relative clauses. We will limit our discussion to $wh$-questions in this paper, but the analysis extends to all $A'$-movement constructions.\footnote{There are two types of $wh$-questions in Wolof, which on the surface appear to be different. In Martinović 2017b I claim extensively that all $A'$-movement constructions in Wolof have the same syntax, and that their surface appearance is the result of postsyntactic processes.}

The feature structure of CI in Wh-raising clauses differs from the one in V-raising clauses. Obviously, there is a $Wh^*$-feature present. However there is also a feature that is absent – the $V^*$-feature, since in $A'$-movement constructions the verb does not raise to CI. In other words, $V$-to-$C$ and $wh$-movement are in complementary distribution. For reasons of space I do not discuss this interesting fact here, but see Klecha and Martinović 2015 for some preliminary discussion of this, and a proposal that $Wh^*$ and $V^*$ are two sides of the same feature.
We start with non-subject extraction. The Wh-raising clause in (32) has the structure in (33) after the subject moves to check D*.

(32) Lan la xale yi lekk?
what C_{Wh} child the.PL eat
“What did the children eat?”

The next feature to be checked is Wh*, which, being a Type 1 feature, also requires a DP with the corresponding feature to move to Spec,CIP. This, however, is an illicit construction in Wolof; an object wh-question can have neither the form in (34), nor, for example, one in which the wh-phrase tucks in between the subject and CI, in the sense of Richards (1997, 1999). I take this to mean that two specifier positions to CI in Wolof are disallowed.
I propose that there is another way to derive the desired structure, by employing Head-Splitting, defined in (19) and repeated here in (35):

(35) Head-Splitting

   The smallest projection of the head H that dominates all unchecked features splits off and moves to a higher position, adjoining to HP.

   In the present example, this means to split off the node dominating Wh*, and remerge it in a higher position, thus forming a new head, as in (36).

[Wh*] now probes again, from its new position, and can be checked by the movement of the object
As can be seen in (37), another feature is checked in this configuration – the Case° feature on the subject DP. Recall that no subject clitic co-occurs with a non-clitic subject in Wh-raising clauses. I propose this to be the result of Head-Splitting itself. Namely, when part of the CI head splits off and remerges by adjoining to CIP, it now locally c-commands the subject DP, located in Spec,CIP where it checked D*. Under my assumption that nominative case is assigned in precisely this configuration, the subject DP can now receive it. This readily explains the availability of a subject position below CI in Wh-raising clauses, as opposed to V-raising ones, and thus the possibility to have a non-clitic subject in this clause-type.

Wh-raising clauses then contain a split CI head, yielding the more traditional separation of the projection hosting the complementizer and the projection hosting the subject. Head-Splitting in this case occurs because of a feature-checking failure; namely the Wh*-feature on CI cannot be checked because there is no available position for the Wh-phrase to move into, since the subject is already moved into Spec,CIP to check D*.

There is a worry that Head-Splitting as it is presented here necessarily involves some type of look-ahead, because an attempt to check Wh* must first be made, and be filtered out by the ban on two specifiers. Head-Splitting would then be a last-resort, repair mechanism, which would entail undoing the illicit wh-movement step. One way to get around this would be to allow Head-Splitting to apply at any point in the derivation, meaning that every feature may split off and reproject. Derivations containing unwarranted instances of Head-Splitting (i.e. those that are not licensed by a failure in the derivation), would then be filtered out by a general Economy condition, favoring phrase markers that check as many features as possible in the smallest span of structure, instead of forcing vacuous movement.

Next, we look at an example of subject extraction, in (38). The derivation proceeds as for non-subject extraction up to the checking of the Wh*-feature. The derivation with the subject moved to Spec,CIP to check D* is given in (39).
The next feature that probes is the Wh*-feature, but there is no goal with a matching feature in its c-command domain, given that the subject is already in Spec,CIP. Again, the option to split the CI head is available, which creates a new c-command domain that now contains the subject wh-phrase. The splitting also allows for the subject to receive nominative case, allowing for clauses with subject A’-movement to have non-clitic subjects. The final structure of (38) is in (40).

In this section, I argued that Wh-raising clauses in Wolof have a split CI head, resulting in a structure with the traditional distinction between a higher head (C-like), hosting a wh-element, and a lower head (T/Infl-like), with the structural subject in its specifier. This accounts for the key
difference between V-raising and Wh-raising clauses – the obligatory clitic clause-internal subject in V-raising clauses, due to the fact that there is no position in which a non-clitic subject can get nominative case (while a pronoun can do so by cliticizing below CI), and the availability of a clause-internal non-pronominal subject in Wh-raising, due to the fact that CI splits, and gets into a position from which it can assign case to the subject in the specifier of the lower CI. I proposed Head-Splitting to be the result of one of two situations that occur in the course of the derivation. In subject extraction clauses, at the moment when Wh* searches for an element with the Wh+ feature in its c-command domain, the subject DP is already located in Spec,CIP, and is therefore not visible to CI. Head-splitting creates a new c-command domain, and Wh* can now find the subject DP. In non-subject extraction, due to the fact that the subject first moves to Spec,CIP to check D*, and under the hypothesis that CI allows for only one specifier position, the object with the Wh+ feature has nowhere to move to. Wh* can again not be checked, so the derivation with Head-Splitting, which has another specifier position, is the one that does not crash.

In the following section we turn to clauses with nominal predicates which present an interesting puzzle for the analysis argued for thus far, in that they appear to have some properties of V-raising clauses, and some properties of Wh-raising clauses. I show how a deeper understanding of the syntactic behavior of clitics can help us make sense of these constructions.

6 The syntax of CI with nominal predicates

Clauses with nominal predicates are a big topic in syntax and semantics, as many of their properties are puzzling. I do not directly deal with most questions that research on copular sentences usually centers on, but focus on Wolof-particular peculiarities, showing how clauses with nominal predicates fit into and inform the analysis presented thus far. Even though not all clauses with nominal predicates have a copular verb (in fact, the key structure we are interested in does not), I refer to these structures as copular sentences for convenience. I start with an overview of the data and the issues to be discussed in this section.

6.1 Copular sentences: Wh-raising with clitic subjects

Copular sentences in Wolof present a potential puzzle for the analysis thus far. A predicational, information-structurally neutral sentence, as in (41), appears to have properties of both V-raising and Wh-raising structures. On the one hand, it contains the sentence particle la, which occurs in Wh-raising clauses, in non-subject A'-extraction (see section 5), and the predicate DP A'-moves to its specifier, as I show below. On the other hand, the clause-internal subject is obligatorily a clitic, just as it is in V-raising and quite unlike what we have seen in Wh-raising clauses. An optional lexical subject is located to the left of the predicate DP, similar to what we saw in V-raising clauses.

\footnote{For an excellent overview of various issues in the syntax and semantics of copular sentences, see Mikkelsen 2005. For a more detailed discussion of various types of copular sentences in Wolof, see Martinović 2015a. For a descriptive overview and a discussion of some of their information-structural properties see Martinović 2013, 2015b.}
Table 3 summarizes the relevant properties of V-raising and Wh-movement clauses, and illustrates the overlapping characteristics of Copular sentences with both clause-types. ([+Wh] DP here only means that a DP A′-moves to Spec,CIP.)

<table>
<thead>
<tr>
<th>CIP-layer</th>
<th>V-raising</th>
<th>Copular</th>
<th>Wh-movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical subject</td>
<td>left of CI</td>
<td>left of CI</td>
<td>below CI</td>
</tr>
<tr>
<td>Subject clitic</td>
<td>obligatory</td>
<td>obligatory</td>
<td>non-obligatory</td>
</tr>
</tbody>
</table>

Table 3: Syntactic characteristics of V-raising, Wh-raising, and Copular clauses

Support for the claim that the structure as in (41) involves A′-movement comes from the fact that predicate questions have the same form, as in (42). Here the wh-word occupies the position preceding la, as in any Wh-movement structure, but the clause-internal subject is a clitic, as in the declarative sentence in (41). Second, such clauses can be extracted out of long-distance, as in (43), which is in Wolof only possible in the presence of the A′-movement complementizer (Dunigan 1994; Martinović 2015a, 2017b).

I claimed in section 5 that the subject position is available in Wh-raising constructions due to Head-Splitting, resulting from the featural composition of C_Wh and the particular mechanism of feature checking. One task here is to explain why a copular sentence, also a Wh-raising construction, cannot have a non-clitic subject to the right of C, as in (44).
There are other types of copular sentences that look like the traditional V-raising and Wh-raising clauses. I do not discuss them here, nor the distribution of the different copular sentence types. My focus are the copular sentences presented above, with no copula, the nominal predicate in Spec,CIP, and an obligatory clause-internal subject clitic. I argue that these sentences are in fact regular Wh-raising structures, and that the clause-internal subject can only be a clitic due to ordering requirements placed on the predicational structure containing the two main constituents during Spell-out. The argument will proceed as follows.

First, I propose that the two nominal constituents in a copular sentence start out in an asymmetrical small clause. I adopt the analysis by Ko (2014) (that builds on Fox and Pesetsky 2005), who argues that small clauses are Spell-out domains wherein the order of the two constituents is fixed for the remainder of the derivation. Given that the predicate raises to Spec,CIP, a non-clitic subject can only surface in a mixed copular sentence if it is to the left of the predicate. Subject clitics, however, seem to be exempt from the ordering requirements imposed by linearization. I argue that this has to do with the ability of clitics to escape the small clause before linearization, given that they move via a special type of movement, different from either head movement, or A/A' -movement, that is not subject to the same restrictions. I also propose that the non-clitic subject can surface only if it is contained together with the clitic in a big-DP, as in V-raising sentences.

I continue this section by first discussing the properties of clitics and clitic movement, as this is the central part of the argument. I then spell out the analysis of copular sentences.

6.2 Wolof clitics

The main component of the analysis of copular sentences is explaining why these Wh-raising structures allow for only clitic subjects, even though they should contain a position for a clause-internal subject, as argued in section 5. In order to understand the argument that I will put forth, we need to take a closer look at the morphosyntax of Wolof clitics.

Clitics in Wolof commonly surface adjoined to the sister of the highest functional head in the clause (i.e. they linearly follow this head). In finite mono-clausal structures they cluster to the right of the sentence particle in a fixed order (SUBJ > OBJ > LOC), as in (45).

(45) Clitics cluster after CI in finite clauses

\[ \text{Ñoom jox-na=ñu=ma=ko=fi} \]
\[ 3\text{PL.STR hand-C}_{3}\text{PL}=1\text{SG.OBJ}=3\text{SG.OBJ}=\text{LOC} \]

‘They handed it to me here.’

Positioning of pronominal clitics in a cluster immediately to the right of CI is reminiscent of 2nd position (Wackernagel) cliticization, and is obligatory in mono-clausal structures with a sentence particle. However, this position itself is not what licenses them, as not all clause-types in Wolof contain the CIP-layer, but can still contain clitics. One such clause type is what I call a minimal clause. Such a clause cannot contain any functional material (aspect, tense, negation),

\[ ^{21}\text{The presence of a sentence particle is obligatory in order for the sentence to contain temporal markers (Njie 1982), or negation (Zribi-Hertz and Diagne 2003). Clauses without sentence particles must be in a context in which they can acquire their temporal reference, or directly preceded by a temporal adverbial phrase. Minimal clauses are variously termed in the literature: propositions with zero aspect (Sauvageot 1965), minimal propositions (Church} \]
but can appear as an independent structure. I follow Zribi-Hertz and Diagne (2002) and consider it to be the size of a vP. It is used in running narrative contexts, after temporal properties of the discourse have been established. In minimal clauses the subject clitic is preverbal, and the object clitic postverbal, as illustrated in (46). In this context, clitics look much more like phrasal constituents than like heads.

(46)  **Clitics in minimal clauses**
\[ \text{Nu}=\text{gis}=\text{ko}. \]
3PL=see=3SG.OBJ
‘They see him.’

It may seem that clitics in (46) are in situ, but double-object constructions show that this is not entirely the case. As in English, in Wolof double-object constructions the Goal must precede the Theme when the Goal is not a PP (Zribi-Hertz and Diagne 2002, 853). Double-object constructions in minimal clauses reveal that there is still clitic movement, even when there is no CI. In that case, the subject clitic, which is the highest, does not move anywhere, but if the Theme object (which otherwise must follow the Goal) is a clitic, it cannot stay in situ, but must move to be right-adjacent to the verb, over the Goal, as in (47) (example from Zribi-Hertz and Diagne 2002, 853). In that case, the clitics is ambiguous between a Theme and a Goal.

(47)  **Object clitics in double-object constructions in minimal clauses**
\[ \text{Xale yi wan}=\text{ko Aram}. \]
child the.PL show=3SG.OBJ Aram
(i) ‘The children show Aram to him/her’
(ii) ‘The children show him/her/it to Aram.’

If the clause in (47) is a vP, as Zribi-Hertz and Diagne (2002) argue, with the verb in v, this means that the object clitic moves to end up right-adjacent to v. This suggests that clitics adjoin to the sister of the highest functional projection in a particular domain (this domain being at most a CIP).

Another important property of clitics is their ability to land in various positions along the clausal spine. Evidence for this comes from embedded non-finite clauses, which can sometimes contain what appears to be the infinitive marker a.

(48)  **The infinitive marker**
\[ \text{Da-ma bëgg-a-toog ceebujën}. \]
do.C\text{-}1SG want-INF-cook ceebujen
‘I want to cook ceebujen.’

The infinitive marker seems to occur at the edge of the embedded non-finite complement. Crucial

\[ \text{1981), narrative propositions (Diallo 1981; Robert 1991), or f-deficient propositions (Zribi-Hertz and Diagne 2003).} \]
\[ \text{22I translate minimal clauses in present tense, but as mentioned, their temporal properties are dependent on context.} \]
\[ \text{23Torrence (2012) considers it a non-finite complementizer, however, given that it does not block clitic climbing, it is probably a lower head, as Wolof clitics target C-positions, as Wackernagle clitics, and should therefore not climb} \]
data come from cases in which the non-finite clause contains a clitic that climbs to the matrix clause. Interestingly, this clitic can pied-pipe with it the infinitive marker *a*, suggesting that the clitic made a stop at the edge of the non-finite clause. The infinitive marker can never climb on its own.\(^{24}\)

\[(49) \quad \text{Infinitive marker is pied-piped with the clitic}\]

\[
\begin{align*}
\text{Roxaya daf-} & = \emptyset \text{leen=} \text{a} \quad \text{jéem lekk.} \\
\text{Roxaya do-} & \text{C}_v=3\text{SG}=3\text{PL.OBJ}=\text{INF} \text{ try eat} \\
\text{`}\text{Roxaya tried to eat them.'}
\end{align*}
\]

The precise mechanism of how the infinitive marker gets pied-piped with the clitic is not important for us at the moment. Example (49) is relevant because it shows that clitics make stops at various positions as they move to their final landing position. This property of clitics is what will allow us to understand why they can escape the ordering requirements imposed by linearization.

Clitics have been proposed to move via a special type of movement, distinct from head movement or \(A/A'\)-movement (Ouhalla 1989; Arregi and Nevins 2012). Given the fact that clitics in Wolof do not land in either a head or a specifier position, but that they follow a particular head in the clausal spine (i.e. they adjoin to the sister of that head), this is a reasonable assumption to also make for Wolof clitics. I propose that clitics move from their base position and adjoin to the sister of the next higher head as soon as that head is merged. I also assume Cyclic Spell-out (Uriagereka 1999), and crucially propose that clitics move out of a particular Spell-out domain before Spell-out, and keep moving along the clausal spine as new functional heads are merged. Movement of the clitics before Spell-out will be a crucial assumption that will allow us to explain obligatory clitic subjects in copular sentences. I discuss the details of Spell-out and how it is relevant for the issue in question in the next section.

Let us illustrate this proposal with a simple example. Consider the structure in (50). Assume that \(v\) triggers Spell-out of its complement, VP, which contains the object clitic *ko*. I propose that the VP is *marked for Spell-out* when \(v\) is merged, but that *ko* escapes it before Spell-out takes place, moving to a position where it adjoins to the sister of \(v\). I label this position as an adjunct position (here, VP). The clitic therefore *tucks in* between the head and its complement, à la Richards (1997, 1999). Other syntactic movements can follow Clitic Movement, but the two operations are essentially independent of one another.

\(^{24}\)Data from work by Danfeng Wu and Yadav Gowda on the infinitive in Wolof as part of a field methods course at MIT.

out of a CP (Müller 1996; Wurmbrand 2001).
I follow Fox and Pesetsky (2005) in assuming that once a particular domain is spelled out (which in this context means linearized), the order of its constituents with respect to one another cannot be changed in higher domains, even though they can still move out of the spelled out domain.

I propose that Clitic Movement proceeds along the functional spine as illustrated above, moving to adjoin to each new functional head, before each subsequent domain is spelled out. Clitics will therefore not be linearized until the end of the derivation. In the following section, I demonstrate how this proposal allows us to explain that copular sentences can only contain clitic subjects.  

6.3 The analysis

Our main task in this section is to explain why in copular sentences, which are A′-movement constructions, the clause-internal subject must be a clitic. I proposed in section 5 that A′-movement constructions contain a CI with the structure in (52).

(52) Feature geometry of CI in Wh-raising clauses

\[ [\text{CI D*} [\text{CI Wh*} [\text{CI CI}])] \]

I also propose, following Bowers (1993); Svenonius (1994); Adger and Ramchand (2003); Mikkelsen (2005); den Dikken (2006), and others, that the two nominals in a copular sentence are contained inside an asymmetrical small clause, where the relationship between the two nominals is mediated by a functional head. Since in Wolof the predicate A′-moves to Spec,CIP, I endow it here with a...
[Wh⁺] feature.26 The structure of this predicational clause is illustrated in (53).27

(53)

```
PredP
  DP_{Sbj} [Case° D⁺] Pred' Pred DP [Wh⁺]
```

What we see in Wolof is that the subject in (53) cannot be a non-clitic DP. This is puzzling, as the derivation of the copular sentence in (54) should proceed in the same manner as the derivation of any wh-movement construction where the extracted element is a non-subject. The resulting structure should be as in (55).

(54) Xale yi sàcc la=ñu.
child the.PL thief C_{Wh}=3PL
"The children are thieves."

(55)

```
CIP
  DP [Wh⁺] sàcc thief CI CI'
CI
  Wh la CI DP [Case° D⁺] xale yi the children CI TP
CI'
  t_{Sbj} Pred Pred t_{DP}
```

This, however, is not a grammatical predicational copular sentence in Wolof. The subject to the right of the sentence particle can only be a clitic, and a non-clitic subject can only appear to the left of the predicate. The explanation I offered for the same phenomenon in V-raising clauses is

---

26 I do not address the very interesting fact that there are essentially two options in Wolof finite clauses: either the verb raises to CI, or an XP A’-moves to Spec,CIP. The two operations being in complementary distribution has potentially interesting consequences for our understanding of the notions of predication, the relationship between head movement and A’-movement, and the nature of the features that trigger them. Some preliminary thoughts on how A’-movement is related to predication can be found in Klecha and Martinović 2015.

27 I ignore the Case° and D⁺ features on the predicate nominal.
the absence of a subject position below the sentence particle, as a result of an unsplit CI head. Wh-raising sentences, however, have a split CI head, and the splitting occurs due to the feature composition of CI and the proposed ordered feature-checking. The reason for the clause-internal subject being a clitic therefore cannot be the absence of a subject position to the right of the sentence particle.

I propose that the obligatoriness of a clitic subject in copular sentences is due to an order-preservation effect. I follow Ko (2014) who develops arguments for the model of Spell-out proposed in Fox and Pesetsky 2005, according to which cyclic effects in syntax are the result of Cyclic Linearization, a mapping procedure between the syntax and PF, which establishes relative orderings of syntactic elements inside a Spell-out domain. Nothing prohibits movement out of a spelled out domain, as long as the linear order established during Spell-out is maintained. The edge of a Spell-out domain does not directly play the role of an escape hatch in Fox & Pesetsky’s system, but if an element from inside the domain independently moves to the edge, then when it is spelled out it will precede all other syntactic elements in the domain and will be free to move to a higher domain. If, however, an element that moves to a higher domain results in ordering information that is not consistent with that stored in previous cycles, the derivation cannot be linearized at PF. Ko (2014) argues that small clauses, such as the PredP in a copular sentence, are Spell-out domains. Unlike larger predicational structures, such as vPs, the predicate inside the PredP cannot move to the edge of PredP, illustrated in (56), as this would violate locality constraints on movement: the complement of a head should not move to its specifier.

(56)  Anti-locality and predicate fronting

I have argued that clitics are special in that they can escape PredP before it is spelled out. The subject clitic therefore does not get linearized with respect to the predicate DP during the Spell-out of the PredP. If the subject in a copular clause is a clitic, no ordering conflict arises.

A non-clitic subject can occur to the left of the nominal predicate in copular sentences. In V-raising clauses, we saw that the subject position to the left of CI was a non-topic position, due to the fact that a subject in those sentences can be a bare quantifier (see (10)). I therefore proposed that in V-raising clauses the subject is in Spec,CIP. In Wh-raising clauses, however, another element already occupies Spec,CIP – the A′-moved phrase. The non-clitic subject can therefore not occupy Spec,CIP, but must be in a position to the left of it, and there is evidence that this is indeed so. In copular sentences, namely, a bare quantifier cannot be the subject:
No bare quantifier subject in copular sentences

\[ *\text{Kenn}_i \quad \text{sàcc} \quad \text{la}=\emptyset_i. \]

someone thief \( C_{Wk}=3\text{SG} \)

intended: ‘Someone is a thief.’

Given the fact that bare quantifiers cannot be topics, it follows that the non-clitic subject in copular sentences is obligatorily left-dislocated to a topic position. I propose that, similar to the subject in V-raising structures, a non-clitic subject in copular sentences can only occur if it is part of a big-DP. One of the conditions placed on the big-DP is that the doubled argument not remain clause-internal. Such DPs are therefore always to the left of CI. In the case of copular sentences, the non-clitic DP can only be topicalized, as Spec,CIP is occupied by the predicate DP. Thus, only the derivation with subject topicalization converges. This structure also satisfies the ordering requirements placed by Cyclic Linearization on the small clause. The derivation of a clause with a big-DP subject is as follows. The structure of the predicational small clause is given in (58).

(58)

The first step is for the clitic to escape the PredP, by tucking in between the higher functional head and its complement. For simplicity, I skip all intervening heads between PredP and CI. Next, PredP is spelled out and the order of DP\(_{\text{Arg}}\) and the predicate DP is at this point fixed. CI then continues to check its features, the highest of which is D*. Given that the clitic does not participate in syntactic operations, it cannot be attracted to Spec,CIP. DP\(_{\text{Arg}}\) therefore moves to Spec,CIP to check D* on CI.
The rest of the derivation continues as in any A'-movement construction: CI splits, and the phrase carrying the \textit{wh}-feature, the predicate DP, moves to Spec,CIP. Due to the requirement that the doubled argument not remain clause-internal together with the clitic, it topicalizes. The final structure is in (60). Note that after Head-Splitting the subject clitic moves to tuck in between the new CI head and its complement.
6.4 Summary

In this section I addressed data from copular sentences, which present a more complex picture of the interplay between the two featurally different types of CIs and the availability of a clause-internal subject position. I attributed the apparent absence of a subject position in copular clauses, which are Wh-movement constructions and should therefore have one, to an order preservation effect advocated in Fox and Pesetsky (2005) and Ko (2014). Order Preservation requires the order of constituents in a predicational domain, here specifically a small clause, established during Spell-out, to remain unchanged in the rest of the derivation. Given that the predicate DP in Wolof copular sentences A'-moves to the higher Spec,CIP, a subject in a lower Spec,CIP would cause a violation of Order Preservation. I proposed that clitics are exempt from such a requirement, given their unique type of movement, which takes them up the clausal spine in a stepwise fashion. I argued that this movement occurs before Spell-out of a particular domain. Given that the predicate nominal in copular sentences ends up in Spec,CIP, the only subject that can be lower than the predicate is a clitic. Any other subject nominal can only be in a left-dislocated position.
7 Conclusion

In this paper we investigated two Wolof clause-types that differ in the amount of structure over which features of C and T are distributed: they are either contained on one head, yielding non-cartographic effects, or spread over two heads, resulting in cartographic effects. I proposed a novel mechanism, Head-Splitting, which derives both clause-types, relying on the mechanism of strictly ordered feature-checking and cyclic partial head-reprojection. The proposal laid out here addresses the fundamental question of how a syntactic structure is built, and is as such highly relevant for one of the central questions resulting from the work on cartography – whether all functional elements are always present in the functional spine in all languages, or not. A strong version of the cartographic approach assumes that all functional heads are always in the structure, and cross-linguistic variation results from the presence or absence of Merge and/or Move and the overt or covert nature of functional heads and their specifiers. According to a weaker version of the cartographic approach, all functional projections are not necessarily always present in the functional structure, but if they do appear, they do so in a particular hierarchical order. Some proposals, such as the one laid out in Bobaljik and Thráinsson (1998), argue that the same features are in some languages spread over more functional heads, and in others bundled on fewer heads, as a point of parametric variation. My analysis takes a middle position, in that it assumes that the hierarchy of functional projections is transferred into a feature hierarchy inside a head, which may, via Head-Splitting, result in a hierarchy of projections. In other words, constructions that on the surface have less structure do have fewer projections, but the functional hierarchy may be preserved inside the head in the feature geometry. This work also adds a novel perspective to the long-standing discussion on the nature of the connection between C and T. It has long been noted that C and T are not completely independent of one another, but share a host of properties. This is often captured via selection, however, the overwhelming cross-linguistic evidence for this connection makes such an analysis, reserved for idiosyncratic behaviors, unattractive. Wolof data show that there are languages in which C and T appear to be separate heads in some structures, and one head in other structures, pointing to their unified origin. The analysis advocated in this work allows us to capture the C-T link in a new way. Finally, the analysis advocated here relates to the proposal that all features start on one head and are then spread over a larger amount of structure – the Feature Inheritance (FI) approach. In FI, all features that may trigger syntactic operations are initially located on phase heads, and present on other heads only by being passed down via some type of inheritance mechanism. One of the more obvious problems with FI is that the downward inheritance is at variance with strict cyclicity, in that it assumes that featureless heads are merged into the derivation, inherit features from a higher head, after it is merged, and then trigger syntactic operations which may lead to countercyclic Move or Merge. The present proposal in terms of partial head reprojecation, on the other hand, is strictly cyclic and proceeds upward, offering an alternative to FI. This analysis has potential repercussions for a variety of phenomena resting on the observation that there is cross-linguistic variation in the correspondence between the number of functional features and heads, most notably in the verbal inflectional layer and the left periphery, and for phenomena in which a certain element is sometimes instantiated in one position, and other times in another, in one and the same language (e.g. affixation vs. periphrasis inside one paradigm; definiteness marking in DPs in Scandinavian, etc.).
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