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Abstract

Some types of semantic content have a potential or a requirement to project, i.e., to get interpreted outside the semantic scope of various operators such as negation, conditional and question operators, modals, etc., despite appearing to be in their syntactic scope. But what is the exact classification of projective content, and how do we know which type of content projects in which way? In this dissertation I argue for a composition-driven approach to projection of pieces of content that have their own nodes in the morphosyntax, and I argue that this approach applies to both spoken and gestural content. Under this approach, how a given piece of content projects is uniformly determined by how it composes in the syntax/semantics, as opposed to a variety of alternative analyses for different types of content. I show that this approach is efficient in explaining the projection behavior of a range of content types, including spoken adjectives and appositives, hand gestures, facial expressions, phi-features on pronouns, and certain iconic properties of directional hand gestures. This dissertation, thus, has two main implications. First, it offers a general economical and explanatory approach to investigating projection of compositionally integrated content. Second, it establishes the need for treating content-bearing gestures as bona fide linguistic objects at all levels of representation.
Note on the versions of this dissertation

This version of my dissertation is different from the one published on ProQuest. While the two versions don’t contradict each other in any major way, this is the more complete (and more typo-free) version intended for distribution.
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Introduction

1.1 Contextualizing this dissertation

As semanticists, we are interested in how meaning works in natural language. However, when we have an utterance, different parts of its meaning will behave differently with respect to a range of dimensions, such as ability to address questions under discussion, ability to be targeted by direct responses of various kinds, ability to be ignored under ellipsis, and projection from under semantic operators. We want to explain these different patterns of behavior for different types of content and the connections between them in a principled way, based on independent semantic, syntactic, pragmatic, and prosodic factors.

Furthermore, when we have an utterance in spoken language, it contains various components other than a string of spoken words that contribute to its meaning, such as hand gestures, facial expressions, iconic voice modulations, etc. We want to know how exactly this content contributes to the meaning of utterances. Much of the work in formal semantics and pragmatics of gesture (and some other secondary modality content) has focused on how gestures interact with semantic operators such as negation, conditional and question operators, modals, quantifiers, etc. (Ebert & Ebert 2014; Ebert 2017; Schlenker 2018a,b; Tieu et al. 2017, 2018; Esipova 2019a). The main question all this literature asks is if, when, how, and why the content contributed by gestures projects from under various operators. Much of this literature, however, has been relying on pre-theoretical categories, for example, juxtaposing "co-speech" and "post-speech" gestures
(i.e., gestures co-occurring with and following the spoken expressions they associate with, respectively), when approaching the projection problem for gestures. In my recent work (Esipova 2017, 2018a,b,c, 2019b,c) I have been arguing that in order to answer the question about gesture projection, we need to systematically ask theoretically meaningful questions about how gestures integrate into spoken utterances at various levels (syntax, compositional semantics, linearization, prosody, articulation, discourse) and how this integration is constrained at the interfaces between these levels. To address these questions in a rigorous way, we need to approach gestures as bona fide linguistic objects that abide by linguistic rules at all levels of representation. The goal of an interested researcher is thus to determine what these rules are, when they are the same as the rules for spoken expressions, and when they are different.

These two lines of research—an interface-oriented approach to varied behavior of different types of content and a linguistic approach to multi-modal integration of content at various levels of representation—come together in this dissertation, which investigates projection of different types of content, both spoken and gestural, as determined by how they compose in the syntax/semantics.

1.2 Posing the question

Some types of semantic content have a potential or a requirement to PROJECT from under semantic operators (such as negation, question or conditional operators, modals, etc.), i.e., to get interpreted outside their semantic scope despite appearing to be in their syntactic scope. In (1.1) I illustrate the projective potential of five types of NON-SUBLEXICAL CONTENT, by which I mean content that has its own node in the morphosyntax and, thus, has to integrate compositionally in the semantics—unlike the arguably sublexical projective content, such as presuppositions of words like stop, know, or regret. The five types of content in (1.1) are adnominal adjectives, adnominal appositives, CO-NOMINAL GESTURES (i.e., content-bearing gestures co-occurring and associating with spoken nominal expressions), phi-features on pronouns, and height specifications on CO-VERBAL GESTURES (i.e., content-bearing gestures co-occurring and associating with spoken verbal expres-
sions). In (1.1), all these five types of content contribute inferences that end up projecting from under if.¹

(1.1) a. **Context:** We are going on a group tour and want to rent a van. The speaker just learned that Stephanie might bring along her only dog.²

If Stephanie’s bringing...

(i) her large dog

(ii) her dog, {a large animal, who is large}

(iii) her dog

..., we should get a bigger van.

→ Stephanie’s dog is large.

b. If Skyler brings her dog, I’ll give you $10.

→ Skyler is female.

c. **Context:** Zoe is a stuntwoman. The crew just filmed a scene in which she was fighting an extra, while the director of the movie Uma was away. Uma originally wanted Zoe to stab the extra in that scene, but she just learned that Zoe might have punched the extra in the face instead. Uma says:

If Zoe punched the extra, we’ll have to reshoot the scene.

→ The extra that Zoe was fighting is taller than Zoe.

If you ask a random semanticist how many types of projecting inferences are illustrated in (1.1), they will probably say between three and five, depending on who you ask.

The least controversial cases would probably be (1.1a-ii) and (1.1b). For (1.1a-ii), most se-

¹See Appendix A for the notational conventions used throughout this dissertation.
²The van-renting scenario for the paradigm in (1.1a), which I have been using extensively in my work, was proposed to me by Caroline Heycock (p.c.) as a means to justify the use of the size adjuncts.
manticists would tell you that appositives (i.e., nominal appositives and appositive relative clauses) have to project because they belong in a special class of expressions, sometimes called supple-
mements, which have a special projection mechanism associated with them. What exactly this mech-
anism is and what other types of content make use of it will depend on the specific analysis one assumes, of which there are plenty (e.g., Potts 2005; AnderBois et al. 2013; Koev 2013; Schlen-
ker 2013). For (1.1b), you are most likely to get the answer that the gender inference is a lexical
presupposition triggered by the feminine feature on the pronoun her (e.g., Cooper 1983; Heim &

The three remaining cases will be less clear-cut. When faced with (1.1a-i), one might think that the inference contributed by the adjective large projects as part of the existence inference of the definite description her large dog (combined with the extralinguistic context that assures said dog’s uniqueness). The existence inference might indeed have an effect in (1.1a-i), but, as we will see later, inferences contributed by modifiers that don’t restrict the expressions they modify (i.e., truth-conditionally vacuous modifiers), as is the case for large in (1.1a-i), (i) project stronger than existence inferences of definite descriptions, and (ii) arise outside of definite descriptions, in particular, in quantifier DPs (as was noticed in Leffel 2014). In other words, inferences of non-
restricting modifiers constitute their own projecting inference type. At this point, if you accept the stories for (1.1a-ii) and (1.1b) above, we already have three types of projecting inferences, for spoken content alone.

Enter gestures. Ebert & Ebert (2014), in the first attempt to explain the projection behavior of co-speech gestures, i.e., gestures co-occurring and associating with spoken expressions, like the one in (1.1a-iii), argue that such gestures are akin to appositives and thus give rise to the same type of projecting inferences as the latter. If you are happy to adopt this view, the projecting inference type counter remains at three. Schlenker (2018a) argues against this approach and proposes instead that co-speech gestures trigger presuppositions of a special kind, which he calls cosuppositions. Schlenker’s cosuppositions are presuppositions in that they are inferences that have to be entailed by the local context of the triggering expression, but they have to be very dif-
different from, say, the purported presuppositions of phi-features on pronouns. First, cosuppositions have a different form, namely, they are assertion-dependent, conditional presuppositions. Second, for empirical reasons, Schlenker has to maintain that gestural cosuppositions are weak in that they don’t always have to project from under semantic operators; presuppositions of phi-features, however, are typically taken to be strong, i.e., they always have to project. Third, the two types of presuppositions are triggered differently. In the case of phi-features, the presupposition is usually taken to be a lexical property thereof; in the case of co-speech gestures, it has to be something about the configuration in question (whereby a gesture co-occurs and associates with a spoken expression) that triggers the cosupposition. So, if you adopt Schlenker’s analysis of co-speech gestures, the projecting inference type counter goes up to four.

Finally, very few people will have a well-formed opinion about the inferences contributed by height specifications on co-verbal gestures as in (1.1c). The null hypothesis would be that they constitute their own projecting inference type, which would bring our counter up to four or five, depending on what analysis we adopt for co-speech gestures. Schlenker & Chemla (2018), however, assimilate height specifications on verbal gestures with their own time slot to phi-features on pronouns, a view that extends straightforwardly to height specifications on co-verbal gestures. If you are ready to accept this view, the projecting inference type counter will remain at three or four.

Basically, the picture we are getting at this point for the projecting inference types represented in (1.1) looks like this:

(1.1)′ a. **Context:** We are going on a group tour and want to rent a van. The speaker just learned that Stephanie might bring along her only dog.

   If Stephanie’s bringing...

   (i) her large dog

   (ii) her dog, {a large animal, who is large}

   (iii) \[\text{her dog}_{\text{large}}\]

   ..., we should get a bigger van.
→ Stephanie’s dog is large.

b. If Skyler brings her dog, I’ll give you $10.  

→ Skyler is female.

c. Context: Zoe is a stuntwoman. The crew just filmed a scene in which she was fighting an extra, while the director of the movie Uma was away. Uma originally wanted Zoe to stab the extra in that scene, but she just learned that Zoe might have punched the extra in the face instead. Uma says:

If Zoe punched the extra, we’ll have to reshoot the scene.

→ The extra that Zoe was fighting is taller than Zoe.

Can we clean up this picture? How many projecting inference types are in fact represented in (1.1)? And, more importantly, what determines which type of content gives rise to which type of inference?

1.3 Sketching the answer

In this dissertation I show that we can keep the projecting inference type counter at two, not only for the five types of content in (1.1), but also as we start adding other types of non-sublexical projective content to the picture. I also show that we can have a principled way of determining which inference type arises when that works uniformly for spoken and gestural content. I propose that we can accomplish these two things by adopting a composition-driven approach to projection of non-sublexical content whereby how a given piece of content projects is determined by how it composes in the syntax/semantics.

In this dissertation I focus on two types of compositionally integrated content: (i) (SUBSEC-TIVE) MODIFIERS, as exemplified by (subsective) adjectives, which combine with an expression $\beta$ yielding an expression that entails $\beta$, and (ii) SUPPLEMENTS, as exemplified by appositives, which combine with an anchor yielding a proposition of a special kind about that anchor. The two
composition strategies are associated with two distinct patterns of projection behavior.

Specific instances of subsective modifiers can be NON-RESTRICTING, i.e., intended by the speaker as truth-conditionally vacuous. If the addressee thinks that the speaker intends a certain instance of a modifier as non-restricting, they will pragmatically generate an inference that the expression being modified entails the result of modification. This inference will project as a presupposition, i.e., relative to a local context. I furthermore propose to equate Schlenker’s cosuppositions with non-restricting modifier inferences (both for spoken and gestural content), which simultaneously constrains cosuppositions in a way that prevents overgeneration of unattested interpretations and allows them to apply in cases in which Schlenker’s original formulation can’t (namely, cases of non-intersective modification).

Supplements project, and very strongly so, because they are supplements; any of the analyses cited in the previous section will do. I will not propose any new analysis of supplements, but I will provide arguments that it is not possible to reduce their projection to that of non-restricting modifiers.

Adjectives uncontroversially exemplify the modifier strategy, and appositives uncontroversially exemplify the supplement strategy. In this dissertation I will show how we can reduce other types of content, spoken and gestural, to one or the other.

In particular, I will argue that both the modifier and the supplement strategies are available to co-speech gestures, but there is a pragmatic pressure for them to be truth-conditionally vacuous. Supplemental co-speech gestures satisfy this requirement because they project as supplements; like most other supplements, they project very strongly and can’t be interpreted locally. Modifier co-speech gestures, in turn, prefer to be non-restricting (and will thus give rise to non-restricting modifier inferences), although this preference can be overridden under pressure. I, thus, unify the two analyses of co-speech gestures in Ebert & Ebert 2014 and Schlenker 2018a, but I also go beyond them by linking how gestures project to how they integrate into utterances compositionally instead of relying on their linearization. I also adduce novel experimental data showing that neither of these two analyses can account for available and unavailable interpretations of co-speech
gestures on its own, but the composition-driven analysis proposed here can.

As for φi-features on pronouns, I argue that they are obligatorily non-restricting modifiers, which explains why they always project. This proposal has an edge over the standard lexical presupposition analysis, since it doesn’t need to stipulate that φi-features on pronouns lexically trigger presuppositions that are, furthermore, strong, nor does it need to assume any new composition strategies. Treating φi-features on pronouns as modifiers is also more plausible from the morphosyntactic point of view.

Finally, height specifications on gestures can be analyzed as modifiers as well. In the case of verbal gestures like in (1.1c), height specifications modify incorporated nominal arguments. Depending on the nature of this nominal argument, height specifications can be further assimilated to φi-features on pronouns or to ordinary modifiers (such as adjectives).

In other words, I propose that when it comes to projecting inference types represented, (1.1) looks like this:

(1.1) ′′

a.  Context: We are going on a group tour and want to rent a van. The speaker just learned that Stephanie might bring along her only dog.

   If Stephanie’s bringing...
   (i) her large dog  \text{NON-RESTRICTING MODIFIER}
   (ii) her dog, \{a large animal, who is large\}  \text{SUPPLEMENT}
   (iii) \underline{\text{her dog}}_{\text{LARGE}}  \text{NON-RESTRICTING MODIFIER or SUPPLEMENT}

   \ldots, we should get a bigger van.
   \rightarrow  \text{Stephanie’s dog is large.}

b. If Skyler, brings her, dog, I’ll give you $10.  \text{NON-RESTRICTING MODIFIER}
   \rightarrow  \text{Skyler is female.}

c.  Context: Zoe is a stuntwoman. The crew just filmed a scene in which she was fighting an extra, while the director of the movie Uma was away. Uma originally wanted Zoe to stab the extra in that scene, but she just learned that Zoe might have punched the
extra in the face instead. Uma says:

If Zoe punched the extra\textsuperscript{punch-high}, we’ll have to reshoot the scene.

\textsc{non-restricting modifier}

→ The extra that Zoe was fighting is taller than Zoe.

Much of this dissertation will focus on adnominal content such as in (1.1), but I also extend the composition-driven approach to projection of degree modifiers, facial expressions, and modifiers and supplements in the verbal domain.

The composition-driven approach to projection should be understood as first and foremost a heuristic method; I take motivating and developing this method to be one of the two main goals of this dissertation. When faced with a given piece of non-sublexical content that has a potential or a requirement to project, before asking the question of when and how it projects, one should first ask the question of how it composes. The second main goal of this dissertation is to apply this approach to spoken and gestural content equally, furthering the idea that gestures can and should be analyzed as linguistic objects, and many of the same linguistic rules apply to spoken and gestural content alike at various levels of representation. As I hope to show in this dissertation, adopting both ideas leads to significant conceptual and empirical gains.

1.4 Outline of the dissertation

This section is meant to help the reader navigate through this dissertation.

Chapter 2 lays out the two composition strategies this dissertation focuses on, which are modification and supplementation. It also talks about the projection behavior of modifiers and supplements. In particular, I argue that apart from a mechanism assuring projection of supplements, the need for which has been recognized and fulfilled in the literature, we also need an independent mechanism assuring projection of inferences contributed by non-restricting, i.e., truth-conditionally vacuous, modifiers. I build on the definition of non-restricting modifiers in Leffel 2014 to propose that non-restricting modifier inferences are triggered and project as pragmatic
presuppositions. This view of non-restricting modifier inferences is more conceptually appealing and more general than the one proposed by Leffel himself. I furthermore propose to equate non-restricting modifier inferences as defined by me and cosuppositions, i.e., assertion-dependent presuppositions proposed in Schlenker 2018a,b,c. I show, in particular, that this move allows cosuppositions to apply both to intersective and non-intersective modifiers, which is not the case in Schlenker’s formulation. While doing so, I also make a slight, independently motivated adjustment to the classical treatment of degree modification in Kennedy & McNally 2005, which makes degree modifiers actual modifiers and renders the internal composition of modifier phrases more similar to that of nominals and clauses.

Chapter 3 reports experimental results on how co-nominal gestures can and cannot be interpreted, as compared to spoken adnominal adjectives and appositives. As expected, adjectives can easily be restricting or non-restricting, and when they are non-restricting, they have to project. Appositives cannot be restricting, and they always have to project. Co-nominal gestures can be non-restricting, and when they are, they have to project; restricting interpretations are also available to them, but they are degraded as compared to non-restricting ones, which sets them apart from both adjectives and appositives.

Chapter 4 focuses on explaining the projection behavior of gestures. I start by showing why neither of the two existing analyses of projection of co-speech gestures, by Ebert & Ebert (2014) and Schlenker (2018a), can account for the gestural data from Chapter 3 on its own. I then proceed to applying the composition-driven approach to projection of gestures. First, I discuss some general principles of how gestures integrate into utterances compositionally; in particular, I posit the ‘no gesture-specific compositionality’ principle. I then argue that both the modifier and the supplement composition strategies are in principle available to co-nominal gestures, but co-speech gestures prefer to be truth conditionally vacuous, so when they are modifiers, they are preferably interpreted as non-restricting. Next, I discuss how language-specific linearization and prosodic grouping rules may constrain the use of gestures with their own time slot as modifiers in otherwise spoken utterances. I then adduce some preliminary data on co-speech and co-gesture facial
expressions encoding surprisal. Those data show that, much like spoken adverbs with similar semantics, such as *surprisingly* or *impressively*, such facial expressions can compose either as degree modifiers, in which case they don’t seem to project by default, or as sentence-level supplements, in which case they project as such. I thus strengthen the main point of the chapter that how secondary modality content projects is determined by how it composes, not by how it is linearized or by whether it is syntactically optional, contra Schlenker 2018a,b. I also discuss the role of convention in how a given piece of gestural content projects and conclude that level of conventionalization doesn’t seem to be a directly relevant factor in how a given piece of content projects, nor is treating it as such a theoretically appealing choice. I conclude by adding some methodological remarks on how to investigate projection of secondary modality content.

Chapter 5 applies the composition-driven approach to projection of inferences contributed by *phi*-features on pronouns. In particular, I argue that *phi*-features on pronouns are modifiers, which are obligatorily non-restricting, because they always modify a property whose extension is a singleton set. That explains why contributions of *phi*-features on pronouns project similarly to other non-restricting modifier inferences. I compare this approach to two versions of the lexical presupposition analysis of *phi*-features on pronouns, in Heim & Kratzer 1998 and Elbourne 2005, and argue that the modifier approach is superior conceptually and more plausible morphosyntactically. The argument about morphosyntactic plausibility is supported by novel data on morphosyntactic composition of pronouns in Khoekhoe coming from Lee (2019) and our joint fieldwork. I also add a discussion on why the inferences contributed by gender features on pronouns are less sensitive to local contexts than other non-restricting modifier inferences. I adduce novel data on inter- and intra-speaker variation for this phenomenon, likening gender on pronouns to T–V features on pronouns in Russian, and outline the direction for analyzing both as FORM INDEXICALS, which are interpreted relative to indices within the context parameter that keep track of appropriate forms of expressions (unifying and enriching some of the previous suggestions in the literature, such as Yanovich 2010 and Schlenker 2007). This treatment of gender and T–V on pronouns is independent of their non-restricting modifier status. The final section of this chapter applies the
composition-driven approach to height specifications on verbal gestures. I argue that a natural construal of such configurations involves a nominal argument incorporated into the gesture, which the height specification modifies. Depending on the exact nature of this nominal argument, height specifications can then be assimilated to \textit{phi}-features on pronouns or ordinary modifiers.

Chapter 6 shows that the modifier vs. supplement distinction exists for content that combines with verbal expressions as well, with similar consequences for projection. I also discuss a crucial difference between supplements in the nominal and in the verbal domains and how it bears on the status of appositive-like gestures.

Chapter 7 summarizes the main points and contributions of the dissertation and outlines potential directions for future research.
Modifiers and supplements

Abstract

This chapter sets the theoretical stage for the rest of the dissertation by laying out two of the composition strategies used by non-sublexical content, the (SUBSECTIVE) MODIFIER strategy and the SUPPLEMENT strategy, and the associated patterns of projection behavior.

Roughly, subsective modifiers are pieces of content that compose with an expression $\beta$ yielding an expression $\alpha$ that entails $\beta$. Supplements are pieces of content that compose with an expression and return a proposition of a special kind about that expression.

Subsective modifiers are always RESTRICTIVE in that they have the compositional potential to restrict the expression they modify, i.e., to pick out a potentially smaller part of its denotation; however, specific instances of modifiers can be NON-RESTRICTING. Following Leffel 2014, I define non-restricting modifiers as modifiers that are intended by the speaker as truth-conditionally vacuous. However, I refine Leffel’s original definition of non-restricting modifiers by divorcing their truthconditional vacuity, which holds at the level of the entire utterance, from the inference that the expression being modified entails the result of modification, which I call the non-restricting modifier inference. I observe that non-restricting modifier inferences project like presuppositions, i.e., relative to local contexts, and propose that these presuppositions are triggered pragmatically. This view of non-restricting modifier inferences is more conceptually appealing and more general than the one proposed by Leffel himself whereby non-restricting modifier inferences are semantic...
presuppositions. I furthermore propose to equate non-restricting modifier inferences as defined by me and cosuppositions, i.e., assertion-dependent presuppositions proposed in Schlenker 2018a,b,c, which, among other things, allows cosuppositions to apply to non-intersective modifiers, which is not the case in Schlenker’s formulation. In the process I also make an independently motivated adjustment to the analysis of degree modifiers in Kennedy & McNally 2005, which makes composition of degree modifiers more similar to that of modifiers in the nominal and verbal domains.

Supplements don’t have the compositional potential to be restricting to begin with, i.e., they are NON-RESTRICTIVE. They also typically have to project, and they project very strongly, which can be and has been captured in a variety of ways. Crucially, projection of supplements is more regular and more conventional than that of non-restricting modifier inferences, so one cannot be reduced to the other.

2.1 Modifiers

2.1.1 Composition of modifiers

From the semantic point of view, the term MODIFIER can be used broadly to describe an expression $\gamma$ that combines with an expression $\beta$ of a type $\tau$ yielding an expression $\alpha$ of the same type $\tau$. This type-based view of modification is, for example, assumed as a useful approximation in Morzycki 2015 and is different from the use of this term by Potts (2005), who calls any adjuncts, including, for example, appositives, “modifiers”, regardless of their semantics. While I will in general adopt the type-based notion of modification, throughout most of this dissertation I will only be discussing SUBSECTIVE MODIFIERS, so I will often use the term MODIFIER sloppily, as equivalent to SUBSECTIVE MODIFIER.\footnote{Note also that under the purely type-based view of modification, negation, for example, is also a modifier, but it’s definitely not the kind of content I am focusing on in this dissertation.}

What are subsective modifiers? Usually this term is used descriptively to refer to modifiers such that the result of modification entails the expression being modified. For example, \textit{blond} is a
subsective modifier, because, intuitively, blond NP always entails NP, as illustrated in (2.1):

(2.1) Zoe is a blond stuntwoman.

→ Zoe is a stuntwoman.

Formalizing this intuition, we can say that a subsective modifier is an expression $\gamma$ that combines with an expression $\beta$ yielding an expression $\alpha$ such that $\alpha$ entails $\beta$. What does it mean for two sub-propositional expressions to entail one another? It means that $\alpha$ entails $\beta$ via GENERALIZED ENTAILMENT ($\alpha \Rightarrow^\forall \beta$), which simply means that $\alpha$ entails $\beta$ via GENERALIZED MATERIAL IMPLICATION ($\alpha \Rightarrow \beta$) for any values of the arguments $\alpha$ and $\beta$ take. The full definitions are given below. I will call this entailment relation between the result of subsective modification and the expression being modified the SUBSECTIVE ENTAILMENT.

(2.2) **SUBSECTIVE MODIFIER (descriptive definition, to be revised)**

In a tree $\alpha$ whose daughters are $\gamma$ and $\beta$, $\gamma$ is a SUBSECTIVE MODIFIER iff $\alpha \Rightarrow^\forall \beta$.

(2.3) **GENERALIZED MATERIAL IMPLICATION**

$$\llbracket \alpha_{\tau_1, \ldots, \tau_n, t} \Rightarrow \beta_{\tau_1, \ldots, \tau_n, t} \rrbracket = \lambda X_1^{\tau_1} \ldots \lambda X_n^{\tau_n} \llbracket \alpha \rrbracket(X_1^{\tau_1}) \ldots (X_n^{\tau_n}) \rightarrow \llbracket \beta \rrbracket(X_1^{\tau_1}) \ldots (X_n^{\tau_n})$$

(2.4) **GENERALIZED ENTAILMENT**

$$\llbracket \alpha_{\tau_1, \ldots, \tau_n, t} \Rightarrow^\forall \beta_{\tau_1, \ldots, \tau_n, t} \rrbracket = 1 \text{ iff } \forall X_1^{\tau_1} \ldots \forall X_n^{\tau_n} \llbracket \alpha \Rightarrow \beta \rrbracket(X_1^{\tau_1}) \ldots (X_n^{\tau_n})$$

For example, the formalization of the intuitive entailment relation from (2.1) is given in (2.5).

(2.5) **blond stuntwoman $\Rightarrow^\forall$ stuntwoman**

$$\forall x \forall w [\llbracket \text{blond stuntwoman} \rrbracket(x)(w) \rightarrow [\text{stuntwoman}](x)(w)]$$

Now, (2.2) aims to define SUBSECTIVE MODIFIER as a natural class of content. However, I said at the outset of this chapter that I would discuss subsective modification as a composition strategy.

---

4 Generalized material implication is a lifted version of material implication that can apply to sub-propositional expressions, just like generalized conjunction (Partee & Rooth 1983) is a lifted version of logical conjunction. The definition in (2.3) is adopted from Schlenker 2018a, fn. 25, with minor notational changes.
namely, a composition strategy used to yield the configuration in (2.2) characterized by subsective entailment. (2.6) lays out this composition strategy. Under the composition-based definition, a **SUBSECTIVE MODIFIER** is an expression $\gamma$ that combines with an expression $\beta$ in such a way that the truth conditions in the denotation of the resulting expression $\alpha$ contain a conjunct that applies $\beta$ to all the arguments $\alpha$ is going to take.

(2.6) **SUBSECTIVE MODIFIER (composition-based definition, adopted here)**

In a tree $\langle \tau_1 \ldots \tau_n, t \rangle$ whose daughters are $\gamma$ and $\beta(\tau_1 \ldots \tau_n)$, $\gamma$ is a **SUBSECTIVE MODIFIER** iff:

$$\sem{\alpha} = \lambda X^1 \ldots \lambda X^n \cdot (...) \land \sem{\beta}(X^1 \ldots (X^n_{\tau_N}))$$

It is easy to see that the definition in (2.6) ensures the subsective entailment from (2.2). This is the definition I will use throughout this dissertation.

Note, however, that I keep talking about subsective modification as a composition “strategy” rather than a “rule” and have ellipsis in place of $\gamma$’s contribution in (2.6). This vagueness is on purpose. Different modifiers make their contributions in different ways.

For simple cases like *blond stuntwoman*, we can perform subsective modification in two ways. Those are **PREDICATE MODIFICATION**, when we combine two expressions of the same type by conjoining them, and **FUNCTIONAL APPLICATION**, when one expression (the modifier) takes the other (the one being modified) as an argument. The two ways are illustrated in (2.7).

(2.7) **a. Composing blond stuntwoman via predicate modification**

$$\lambda x \lambda w.\text{stuntwoman}(x)(w) \land \text{blond}(x)(w)$$

$$\lambda x \lambda w.\text{blond}(x)(w)$$

NP

**blond** $\lambda x \lambda w.\text{stuntwoman}(x)(w)$

**stuntwoman**
b. **Composing blond stuntwoman via functional application**

\[ \lambda x \lambda w. \text{stuntwoman}(x)(w) \land \text{blond}(x)(w) \]

\[ \lambda P \lambda x \lambda w. P(x)(w) \land \text{blond}(x)(w) \]

NP

**blond** \[ \lambda x \lambda w. \text{stuntwoman}(x)(w) \]

**stuntwoman**

In (2.7), the two results are identical, and in both cases the subsective entailment is assured by the presence of the \( \text{stuntwoman}(x)(w) \) conjunct in the result of modification. However, predicate modification introduces this conjunct straight-forwardly, via the mechanics of generalized conjunction. Giving the modifier a higher type and having it take the expression being modified as an argument makes the subsective entailment a lexical property of the modifier (the \( P(x)(w) \) conjunct in the entry for blond in (2.7b)), which lacks the elegance of predicate modification.

However, some modifiers simply can’t be combined with the expressions they modify via conjunction. The famous case in point are **NON-INTERSECTIVE** subsective adjectives. For example, both blond and skillful are subsective adjectives, as evidenced by the fact that the entailment that Zoe is a stuntwoman goes through both in (2.8a) and (2.8b). However, if the extension of blond in a given world can be taken to denote the set of individuals who are blond in that world, which allows us to think of the extension of blond stuntwoman as the intersection of the set of blond individuals and the set of stuntwomen, skillful doesn’t lend itself to such treatment. This is evidenced by the fact that in (2.8a) we can infer that Zoe is a blond cellist from Zoe being a blond stuntwoman and a cellist, but in (2.8b) we cannot infer that Zoe is a skillful cellist from her being a skillful stuntwoman and a cellist.

(2.8)  

a. Zoe is a blond stuntwoman.

Zoe is a cellist.

\[ \rightarrow \text{Zoe is a stuntwoman.} \]
→ Zoe is a blond cellist.

b. Zoe is a skillful stuntwoman.

\[\text{Zoe is a cellist.}\]

→ Zoe is a stuntwoman.

\[\neg \rightarrow \text{Zoe is a skillful cellist.}\]

A standard solution is to have *skillful* denote a function from sets to subsets thereof (see Morzycki 2015, section 2.3 for an overview of non-intersective subsective adjectives). Whether all modifiers need to be generalized to the worst case and treated as functions that take the expression they modify as input is, however, immaterial for my purposes, which is why in the rest of the dissertation I will use predicate modification to compose modifiers with the expressions they modify, when it’s possible, for the sake of simplicity. I will, however, maintain the schema in (2.6) with an explicit conjunct in the truth conditions assuring the subsective entailment for both intersective and non-intersective modifiers instead of, say, treating the subsective entailment of *skillful* as an idiosyncratic property of the *skillful* relation.

Now, one problem with using predicate modification is that we can’t maintain a purely semantic notion of modification; if we completely ignore syntactic labels, there is no way of telling which of the two conjoined expressions is being modified and which one is the modifier. Thus, either we need to go with higher type modifiers and functional application across the board (which might still not be enough), or we need to let some syntactic information seep into our definition of a modifier (namely, which expression syntactically projects its label/features up the tree). Coming up with a 100% foolproof definition of a modifier is not one of the goals of this dissertation, however, so I will not attempt to fine-tune it any further. I will just assume that there is always a way to tell which expression is the modifier in a modification configuration.

Now, let me add a quick note about NON-SUBSECTIVE MODIFIERS. Adjectives like *alleged* in (2.9) notoriously don’t give rise to the subsective entailment:
Daisy is an alleged criminal.

Daisy is a criminal.

The standard way to handle non-subsective modifiers is to make use of the worlds in our lexical entries (which so far have not been doing much work). For example, `criminal` would denote a relation that holds between an individual \(x\) and a world \(w\) if and only if \(x\) is a criminal in \(w\), and `alleged` would take this relation and return a relation that holds between an individual \(x\) and a world \(w\) if and only if \(x\) is a criminal in all the worlds that are compatible with what’s alleged in \(w\) (see, e.g., Morzycki 2015 for details). I will not touch upon non-subsective modifiers at all, however. Their projection behavior, to my knowledge, has not been studied, but when they project, they certainly don’t give rise to the same inferences as non-restricting subsective modifiers, so they don’t fall within the immediate purview of this dissertation. Also, just like with the term `MODIFIER`, I will often use the term `ADJECTIVE` to mean `SUBSECTIVE ADJECTIVE`.

Now, before I proceed to talking about projection of modifiers, let me add a few more examples of modifiers.

Adjectives are one type of adnominal modifiers. Other types include, for example, NP-adjoining PPs (as in `the beer on the table`) and restrictive relative clauses (as in `the dog that is large`). For the verbal domain I’m assuming standard Neo-Davidsonian treatment of modification (Carlson 1984; Parsons 1990, a.o.), under which all non-supplement composition within the verbal domain before existential closure happens via intersecting sets of events. Under this approach, there is no argument vs. adjunct distinction with respect to semantic composition, and in a sentence like `Zoe stabbed the extra with a knife`, both `the extra` and `with a knife` will be modifiers from the compositional point of view.

What about degree adverbs like `completely`, as in (2.10)?

(2.10) The glass is completely full.

→ The glass is full.
Intuitively, *completely* should be a subsective modifier, as the subsective entailment goes through. However, under the classical treatment of degree adverbs in Kennedy & McNally 2005, *completely* isn’t a modifier under the definition assumed here, because *full* and *completely full* are not of the same semantic type. I will propose an—independently motivated—adjustment to Kennedy and McNally’s analysis in subsection 2.1.2.4, which will allow me to treat degree expressions as bona fide modifiers and, as a result, apply my analysis of non-restricting modifier inferences to them.

2.1.2 Projection of modifiers

2.1.2.1 Restricting vs. non-restricting modifiers

All subsective modifiers are RESTRICTIVE, which means that they have the compositional potential to restrict the denotation of the expression they modify, i.e., to yield logically stronger expressions. However, not all specific instances of modifiers realize this potential within a given utterance, i.e., not all instances of modifiers are RESTRICTING. The tension between having a potential to be restricting and realizing it has been noted at least as early as in Potts 2005 and was further discussed, for example, in Leffel 2014 and Schlenker To appear.

The intuitive distinction between restricting vs. non-restricting instances of modifiers is illustrated in (2.11). Both definite descriptions in (2.11) pick out the same person in the actual world, Allison Anders. Both contain the adjective *female*, which in both cases composes as a subsective modifier and is thus restrictive. However, in (2.11a) *female* is not restricting the expression denoted by *director of ‘Mi Vida Loca’*, as this film was directed by Anders alone. ‘Four Rooms’, however, consists of four novellas, directed by four different people, of which Anders was the only woman. Thus, in (2.11b) *female* does restrict the expression denoted by *director of ‘Four Rooms’*.

(2.11) a. the female director of ‘Mi Vida Loca’
   b. the female director of ‘Four Rooms’

Intuitively, restricting modifiers are used to pick out smaller parts of the denotations of the expres-
sions they modify while non-restricting modifiers are used to add extra information about these denotations without changing them. I will call this extra information added by non-restricting modifiers the **NON-RESTRICTING MODIFIER INFERENCE**. For example, in (2.11a) the non-restricting modifier inference is that the director of ‘Mi Vida Loca’ is female. Now, how do we capture this intuitive distinction?

Leffel (2014) talks about non-restricting modifiers as truth-conditionally vacuous modifiers, i.e., modifiers that don’t affect the truth conditions of the utterance in which they appear. He illustrates this observation via examples like (2.12). Under the world-knowledge based assumption that not all chemicals are harmful, but all toxins are, (2.12a) doesn’t entail a version of itself without the adjective, but (2.12b) does.

\[
(2.12) \quad \begin{align*}
\text{a. I will eliminate every harmful chemical.} \\
\quad \not\rightarrow \text{I will eliminate every chemical.} \\
\text{b. I will eliminate every harmful toxin.} \\
\quad \rightarrow \text{I will eliminate every toxin.}
\end{align*}
\]

More specifically, Leffel (2014) defines **NON-RESTRICTING MODIFIERS** as (i) (subsective) modifiers intended by the speaker as truth-conditionally vacuous (the non-restrictingness condition proper), (ii) the inference contributed by the non-restricting modifier is relevant in the discourse (the relevance constraint). The relevance constraint seems to be related to the *Minimize Restric-tors!* pragmatic principle proposed in Schlenker 2005, whereby truth-conditionally vacuous modifiers are dispreferred unless they serve a pragmatic function such as expressing the speaker’s attitude, reminding the addressee about a contextually relevant piece of information, etc. Leffel’s (simplified) definition of non-restricting modifiers is given in (2.13).

\[^5\text{He uses the terms “non-restrictive” and “non-restricting” differently from me.}\]

\[^6\text{He formalizes the relevance constraint; for the purposes of this dissertation this is not necessary, so I am omitting his formalisms for simplicity.}\]
Non-restricting modifiers in Leffel 2014, (3.58a) (simplified)

An occurrence $\alpha_n$ of a modifier $\alpha$ in the phrase $[\text{DP} \ldots \alpha_n \ldots \text{N} \ldots]$ or $[\text{DP} \ldots \text{N} \ldots \alpha_n \ldots]$ is non-restricting with respect to index $i$ iff:

a. the speaker believes that $[\text{DP}]^i = [\text{DP}[\alpha_n/\varepsilon]]^i$,
   where $X[a/b]$ is the expression just like $X$ except with a token of $a$ replaced by one of $b$ and $\varepsilon$ is the empty string; and
   (non-restricting intention)

b. there is a discourse relation between the non-restricting modifier inference and some discourse unit in the context.
   (relevance constraint)

I propose a refined version of Leffel’s original definition in (2.14), which introduces the following changes. First, Leffel’s definition is restricted to adnominal modifiers; I make it more general. Also, Leffel eventually excludes non-subsective adjectives like former and alleged from consideration, but this restriction is not part of his original definition; I make it explicit in the definition. Most importantly, however, I switch to global, utterance-level equivalence from local, constituent-level one. As we will see in subsection 2.1.2.3, Leffel’s original definition is at odds with the projecting behavior of non-restricting modifier inferences, and we need to separate the definitional utterance-level truth-conditional vacuity of non-restricting modifiers, which holds globally, from the inference about the local equivalence of the expression being modified and the result of modification, which is sensitive to local contexts.

(2.14) NON-RESTRICTING MODIFIER (adopted here)

If an utterance $u$ contains a subtree $\alpha$ whose daughters are $\gamma$ and $\beta$ and $\gamma$ is an occurrence of a subsective modifier, $\gamma$ is NON-RESTRICTING at an index $i$ iff:

a. the speaker of $i$ believes that $[u]^i = [u[\gamma/\varepsilon]]^i$,
   where $X[a/b]$ is the expression just like $X$ except with a token of $a$ replaced by one of $b$ and $\varepsilon$ is the empty string; and
   (non-restricting intention)

b. there is a discourse relation between the non-restricting modifier inference and some
It is tempting then to define a restricting modifier by simply negating the condition about the speaker’s beliefs in (2.14a) and deleting (2.14b), as in (2.15).

(2.15) **RESTRINGING MODIFIER (weak)**

If an utterance $u$ contains a subtree $\alpha$ whose daughters are $\gamma$ and $\beta$ and $\gamma$ is an occurrence of a subsective modifier, $\gamma$ is **RESTRINGING** at an index $i$ iff it is not the case that the speaker of $i$ believes that $[u]^i = [u[\gamma/\varepsilon]]^i$.

That would assure that a restricting modifier is one that affects the truth conditions of the utterance in which it occurs, but that would be too weak, however. Simply saying that a restricting modifier is one that is truth-conditionally non-vacuous clashes with our intuition that restricting modifiers are used by the speaker intentionally to distinguish among (non-empty or potentially non-empty) parts within the denotations of the expressions they modify. In other words, it is not enough for us to assure the lack of non-restricting intention; we need something like the “restricting intention”. A refined definition is thus given in (2.16).

(2.16) **RESTRINGING MODIFIER (strong)**

If an utterance $u$ contains a subtree $\alpha$ whose daughters are $\gamma$ and $\beta$ and $\gamma$ is an occurrence of a subsective modifier, $\gamma$ is **RESTRINGING** at an index $i$ iff:

a. it is not the case that the speaker of $i$ believes that $[u]^i = [u[\gamma/\varepsilon]]^i$; and

   *(lack of non-restricting intention)*

b. the speaker of $i$ uses $\gamma$ to pick out a potentially non-empty part of the denotation of $\beta$.

   *(restricting intention)*

The restricting intention part of the definition in (2.16) is quite vague and eventually needs to be made more precise. I will not do so here, however, as I will mostly focus on non-restricting modifiers in the rest of the dissertation, but I will come back to the issue in subsection 2.1.2.3, and
it will become relevant again in section 5.3 when I talk about phi-features on pronouns. I will keep the two parts of the definition in (2.16) separate, however, to emphasize that I am allowing for the possibility that the speaker is not opinionated about whether \( \gamma \) picks out a proper part of \( \beta \) or not.

## 2.1.2.2 Non-restricting modifier inferences as semantic presuppositions (Leffel 2014)

Leffel raises the question of how non-restricting modifiers make their contribution to the meaning of the utterance, i.e., how the non-restricting modifier inference arises. He proposes that non-restricting modifiers compose differently from restricting ones, and the non-restricting modifier inference is generated as a presupposition during this composition. Under Leffel’s story, non-restricting modifiers in fact compose with individuals, either because they compose with a kind-denoting N, as would be the case in (2.17a), or because they adjoin at the D’ level within a DP-shell structure (Larson 1991), as would be the case in (2.17b).

(2.17)  

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>Cigarettes contain harmful toxins.</td>
</tr>
<tr>
<td></td>
<td>( \rightarrow ) All toxins are harmful.</td>
</tr>
<tr>
<td>b.</td>
<td>I take care of my sick mother.</td>
</tr>
<tr>
<td></td>
<td>( \rightarrow ) My mother is sick.</td>
</tr>
</tbody>
</table>

Leffel posits the composition rule in (2.18), where the underlined part is a **SEMANTIC PRESUPPOSITION**, i.e., a presupposition that is triggered in the semantics (here it is hardcoded into the definition of a semantic composition rule). This contrasts with a **PRAGMATIC PRESUPPOSITION**, which arises via pragmatic reasoning about the speaker’s beliefs and intentions.

(2.18) **Type mismatch adjustment principle (TMAP) in Leffel 2014, (3.86)**

Let \( \alpha : \langle \sigma, t \rangle, \beta : \sigma \), and assume XP is not a clausal syntactic category.

Then \([[[\alpha \beta]]] = [[\alpha(\beta)],[\beta]]\).\(^7\)

\(^7\)Leffel’s original formulation contains typos; the string after *Then* reads as \(\lambda x, \sigma : [\alpha(\beta)],[\alpha] \). I change the definition to to match the results in (2.19) and (2.20).
For the two cases in (2.17) the rule is supposed to apply as follows:

(2.19)  Composition of $[DP_1, [D, my] [DP_2, [AP, sick] [D', t_i, [NP, mother]]]]$ in Leffel 2014, (3.92)$^8$

\[
[DP_2] = TMAP([AP])([D']) = TMAP(\lambda x.\text{sick}(x))(\iota x.\text{mother}_{me}(x))
= [:\text{sick}(\iota x.\text{mother}_{me}(x))].(\iota x.\text{mother}_{me}(x))
\]

(2.20)  Composition of $[N_1, [AP, harmful] [N_2, toxins]]$ in Leffel 2014, (3.96)

\[
[N_1] = TMAP([AP])([N_2]) = TMAP(\lambda x_{(s,e)}.\text{harmful}(x))(\lambda w.\iota^* \text{toxin}_w)
= [:\text{harmful}(\lambda w.\iota^* \text{toxin}_w)].(\lambda w.\iota^* \text{toxin}_w)
\]

In a way, Leffel makes composition of non-restricting modifiers very similar to Pottsian (2005) composition of supplements (which we will see in subsection 2.2.1), except instead of the conventional implicature dimension, he has a semantic presupposition dimension (he himself acknowledges the parallels in section 5.1 of Leffel 2014).

Leffel also mentions cases like (2.21) from Larson & Marušič 2004, (31a), for which a non-restricting construal of the modifier is also possible.

(2.21)  Every unsuitable word was deleted.

✓ Every word that was unsuitable was deleted. (restricting)
✓ Every word was deleted; they were unsuitable. (non-restricting)

Leffel doesn’t provide a derivation for the non-restricting reading in (2.21), but says that in this case unsuitability would be “predicated of some contextually salient plurality of words (which could be conceived of as a subkind of “words”)” (Leffel 2014, p. 78), in effect, partially following Morzycki (2008), who proposes that all non-restricting modifiers contribute Pottsian (2005) conventional implicatures about contextually salient definite descriptions. I make this note here to highlight that even such a heavily syntactic analysis as Leffel’s at the end of the day needs to resort to contextual domain restriction of some sort to account for non-restricting modifier inferences across the board.

$^8$The assumption here is that $D_i$ reconstructs.
That aside, there are two major issues with Leffel’s analysis. One is the ad hoc nature of the TMAP composition rule (which Leffel himself acknowledges) and, more generally, the disconnect between the highly pragmatic nature of non-restricting interpretations of modifiers (recognized in the definition of non-restricting modifiers in (2.13), which relies on the speaker’s beliefs and discourse relations) and the highly grammaticized nature of Leffel’s analysis of non-restricting modifier inferences.

The other issue is that it is unclear how this analysis would generalize to non-intersective or non-adnominal modifiers (e.g., degree modifiers or modifiers in the verbal domain9), given the nature of the presupposition yielding the non-restricting modifier inference in his analysis as well as how much his analysis relies on very specific syntax/semantics mapping within the nominal domain. The presupposition in (2.18) applies the modifier to the expression being modified yielding something of type $t$; it is designed for cases when the modifier is of type $(s)e,t$ and the expression being modified is of type $(s)e$. It’s unclear how this presupposition would work in cases when a degree modifier applies to an adjective or a non-intersective subsective adjective applies to a noun.

### 2.1.2.3 Proposal: non-restricting modifier inferences as pragmatic presuppositions

In this subsection I propose to treat non-restricting modifier inferences as pragmatic presuppositions that are immediately tied to the definition in (2.14). In subsection 2.1.2.4 I will link these pragmatic presuppositions to COSUPPOSITIONS proposed in Schlenker 2018a,b,c.

This approach keeps the composition of restricting and non-restricting modifiers the same across the board, thus, embracing the restricting vs. non-restricting distinction as a pragmatic phenomenon. The proposed approach is also easily generalizable to non-intersective and non-adnominal modifiers. While developing this proposal, I also explore the projection behavior of non-restricting modifier inferences empirically and conclude that while they do seem to project like presuppositions (i.e., relative to local contexts), they cannot be interpreted locally, unlike many lexical presuppositions. I show that under the proposed analysis such unattested local interpretations

---

9Leffel gives examples of non-restricting modifiers in the verbal domain but doesn’t show how to apply his analysis to them.
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can’t arise; if the non-restricting modifier inference can’t project due to some contextual pressure, it simply won’t be triggered.

Let me start by making explicit the point (reflected both in Leffel’s original definition in (2.13) and my definition in (2.14)) that, unlike the subsective entailment, the definitional truth-conditional vacuity of non-restricting modifiers is context-sensitive, so it is crucial to specify the worlds relative to which it is assessed. For example, *director of ‘Mi Vida Loca’* entails *female director of ‘Mi Vida Loca’* in the actual world, but it is easy to imagine worlds in which that is not the case. Furthermore, we could imagine a speaker who knows that Anders is a woman, but they mistakingly assume that she co-directed ‘Mi Vida Loca’ with a man. If they uttered a sentence containing the definite description *the female director of ‘Mi Vida Loca’*, that instance of *female* would not be non-restricting. Similarly, the inferential judgements reported in (2.12) hinge on one’s beliefs about chemicals and toxins. For example, if the sentence in (2.12a) is uttered by someone who thinks that all chemicals are harmful (perhaps, due to their lexical entry for *chemical* being different from the one assumed in chemistry), the entailment will go through, and that instance of *harmful* will be non-restricting in this case.

Leffel (2014) intends to capture this context-sensitivity in his original definition in (2.13) by relativizing the equivalence of the expression being modified and the result of modification to the speaker’s beliefs. In his analysis, he intends to derive this equivalence by generating a semantic presupposition assuring it. However, presuppositions project in a way that doesn’t always assure that the speaker believes their content. As it turns out, the same is true about non-restricting modifier inferences. In particular, as we will see shortly, the speaker can use modifiers in a non-restricting way without globally subscribing to the belief that the denotations of the expression being modified and the result of modification are equivalent. This is why in my definition in (2.14) I switched from equivalence of the expression being modified and the result of modification to equivalence of the utterances with and without the modifier. The two equivalences need to be kept separate, because while the latter equivalence always holds globally in cases of non-restricting modification, the former equivalence is sensitive to its local context.
I propose that it is this equivalence between the expression being modified and the result of modification that is the source of the non-restricting modifier inference. We can write this equivalence as $\alpha \iff \forall \beta$, where $\alpha$ is the result of modification and $\beta$ is the expression being modified. Since we are only dealing with subsective modifiers, i.e., $\alpha \Rightarrow \forall \beta$ necessarily holds whether the modifier is restricting or not, we are only really concerned with the entailment from the expression being modified to the result of modification, i.e., $\beta \Rightarrow \forall \alpha$.

The $\beta \Rightarrow \forall \alpha$ inference projects like a presupposition, i.e., relative to a context. As a first approximation, let us say that it needs to be entailed by the context set $C$ (Stalnaker 1975 et seq.), which is, roughly, the set of worlds compatible with the joint beliefs of the speech act participants. Now imagine a situation in which the addressee of an utterance containing a modifier infers that the speaker intends for this instance of this modifier to be non-restricting, but the addressee did not previously believe that the expression being modified entails the result of modification. They will still interpret the contribution of this modifier instance, and the way they will do so is reminiscent of GLOBAL ACCOMMODATION of lexical presuppositions.\(^{10}\)

An example of an utterance that is likely to produce such a result is given in (2.22). The adjective *obnoxious* has a strong evaluative component and is thus often non-restricting (I will come back to preferably non-restricting adjectives later in subsection 2.1.2.5). The addressee of (2.22) is therefore likely to infer that the speaker intends to use this adjective as a non-restricting one, i.e., one that doesn’t affect the truth conditions of their utterance. The addressee will then infer that the speaker considers all philosophers obnoxious, even if they didn’t previously believe that, and will tacitly update the context set accordingly. (Or, alternatively, if they aren’t willing to globally accommodate this inference, they might challenge the speaker on the issue, e.g., by saying *Hm, I didn’t know you don’t like philosophers….*)

(2.22) I don’t want any obnoxious philosophers at my talk next week.

→ The speaker doesn’t want any philosophers at their talk next week.

\(^{10}\)The notion of global accommodation was discussed as early as Karttunen 1974 and Stalnaker 1974; the term “accommodation” was introduced in Lewis 1979; the “global” part was added in Heim 1983 to distinguish it from local accommodation.
The speaker believes that all philosophers are obnoxious.

However, just like lexical presuppositions, non-restricting modifier inferences are (potentially) sensitive to their local context, i.e., roughly, the context set as updated throughout the utterance (Karttunen 1974; Stalnaker 1974; Heim 1983; Schlenker 2009, a.o.). For example, in (2.23), the addressee is once again likely to think that the speaker intended for the adjective *obnoxious* to be truth-conditionally vacuous. However, this sentence doesn’t give rise to a global inference that the speaker believes all philosophers to be obnoxious. Instead, the inference contributed by *obnoxious* is conditional, as it is interpreted relative to the original context set C updated with the content of the antecedent of the conditional.

(2.23)  
Context: The speaker just observed a philosopher ask an annoying question at a talk.  
If all philosophers ask questions like this, I don’t want any obnoxious philosophers at my talk next week.  
→ If all philosophers ask questions like this, the speaker doesn’t want any philosophers at their talk next week.  
↗ The speaker believes that all philosophers are obnoxious.  
→ The speaker believes that if all philosophers ask questions like this, they are all obnoxious.

I adduce a few more examples of local context sensitivity of non-restricting modifier inferences in (2.24). None of them gives rise to an inference that the speaker believes in the equivalence of the expression being modified and the result of modification, but in all the cases the utterance with the modifier is equivalent to a version of itself without the modifier and the equivalence between the expression being modified and the result of modification is established relative to the local context of the modification configuration.

(2.24)  
a. Either Pam’s mother has recovered, or Pam is still taking care of her sick mother.
Either Pam’s mother has recovered, or Pam is still taking care of her mother.

\(\neg\) Pam’s mother is sick.

If Pam’s mother hasn’t recovered, Pam’s mother is sick.

b. Maybe processed meat causes cancer and I should never eat any deadly sausages again.

\(\neg\) All sausages are deadly.

→ If processed meat causes cancer, all sausages are deadly.

For comparison, local context sensitivity of lexical presuppositions is illustrated for know in (2.25).

(2.25)  
  a. Zoe knows that she can’t continue the race.

\(\rightarrow\) Zoe can’t continue the race.

b. If Zoe’s car has been damaged, she knows that she can’t continue the race.

c. Either Zoe’s car hasn’t been damaged, or she knows that she can’t continue the race.

d. Maybe Zoe’s car has been damaged and she knows that she can’t continue the race.

for (b–d): \(\neg\) Zoe can’t continue the race.

for (b–d): → If Zoe’s car has been damaged, she can’t continue the race.

The hedging above in “(potentially) sensitive” is due to the fact that we do often get stronger inferences than one would expect if local contexts are always taken into account. For example, this issue arises for lexical presuppositions in the case of the infamous proviso problem (Geurts 1996 et seq.), illustrated in (2.26). Many local context-based analyses of presupposition projection (Heim 1983 et seq.) predict conditional inferences in both examples in (2.26), however, the inference is only conditional in (2.26a).

(2.26)  
  a. If Bridget is a spy for the Allies, she won’t expose her British contact.

\(\rightarrow\) If Bridget is a spy for the Allies, she has a British contact.
b. If Bridget is smart, she won’t expose her British contact.

→ If Bridget is smart, she has a British contact.

̸→ Bridget has a British contact.

The proviso problem arises for non-restricting modifier inferences, as well, which further solidifies their status as presuppositions.

(2.27) a. If processed meat causes cancer, you shouldn’t eat so many deadly sausages.

→ If processed meat causes cancer, all sausages are deadly.

b. If you care about your health, you shouldn’t eat so many deadly sausages.

̸→ If you care about your health, all sausages are deadly.

→ All sausages are deadly.

To sum up, inferences contributed by non-restricting modifiers do indeed project similarly to lexical presuppositions, i.e., relative to local contexts. However, there is no need to assume that they are triggered semantically. The addressee can reason about the speaker’s intentions, relying, in particular, on the discourse relation mentioned in (2.14b). If they conclude that the speaker intended a given modifier instance as a non-restricting, i.e., a truth-conditionally vacuous one, they will generate the non-restricting modifier inference, i.e., the inference that the expression being modified β entails the result of modification α in the local context of α, which they can then globally accommodate or challenge.

We are now getting close to defining non-restricting modifier inferences formally. I will adopt Schlenker’s (2009; 2010) general pragmatic approach to local contexts, which defines the local context c′ of any expression d whose type ends in t as the strongest possible restriction one could make before interpreting d in a Stalnakerian context set C; a full definition is given in (2.28).

(2.28) LOCAL CONTEXT (adopted with minor changes from Schlenker 2010, (7))

The LOCAL CONTEXT of an expression d that occurs in a syntactic environment a_b in a
context set C is the expression with the strongest denotation $c'$ which guarantees that for any expression $d'$ of the same type as $d$, for all strings $b'$ for which $a \ d' \ b'$ is a well-formed sentence, the following holds in each world $w$ in C:

$$a (c' \ and \ d') \ b' \leftrightarrow a \ d' \ b'$$

We will need to keep track of two local contexts. One is the propositional local context $c'$ computed via the mechanism in (2.28) for the clause that contains the modifier (e.g., by updating the global context with an antecedent of a conditional, as in (2.23), the negation of the left disjunct, as in (2.24a), or the left conjunct under *maybe*, as in (2.24b)). The second local context is a sub-propositional local context $c''$, which is computed within the clause for the result of modification and is always relativized to $c'$.\textsuperscript{11} In simple cases (which are the only ones I will consider in this ) this means that the world argument of $c''$ is restricted to the worlds of $c'$.

We can now define the NON-RESTRICTING MODIFIER INFERENCE as follows:

(2.29) \textbf{NON-RESTRICTING MODIFIER INFERENCE}

If a clause $p$ contains a subtree $\alpha$ whose daughters are $\gamma$ and $\beta$ and the addressee infers that the speaker intends $\gamma$ as a non-restricting modifier (as defined in (2.14)), the addressee will generate the NON-RESTRICTING MODIFIER INFERENCE:

$$c'' \Rightarrow_\gamma (\beta \Rightarrow \alpha),$$

where $c''$ is the local context of $\alpha$ in the local context $c'$ of $p$.

Now let us apply the definition above to (2.22) and (2.23). For now let us not worry too much about

\[\textsuperscript{11}\text{The need to keep track of two local contexts, a propositional and a sub-propositional one, is not specific to non-restricting modifier inferences. The issue is not discussed explicitly in Schlenker’s (or, to my knowledge, anyone else’s) work on local contexts; he only discusses sub-propositional contexts for expressions in the scope of quantifiers and does not bring up cases in which both the propositional and the sub-propositional local contexts matter for projection of lexical presuppositions, such as (i), where to compute the projecting inference we need to first restrict our attention to the worlds in which the track is damaged and then to the individuals who are stuntwomen in those worlds.}\]

(i) If the track is damaged, each stuntwoman knows that she can’t continue the race.

$\rightarrow$ If the track is damaged, no stuntwoman can continue the race (i.e., each stuntwoman is such that she can’t continue the race).
the sub-propositional local context \( c'' \) (I will come back to the issue in Chapter 4) and assume that it is maximally broad in both cases, i.e., that it denotes \( \lambda x. \lambda w. D_e(x) \land \llbracket c' \rrbracket (w) \), where \( D_e \) is the domain of individuals in the model. The addressee hears (2.22) and deduces that \textit{obnoxious} is likely to be non-restricting due to its highly evaluative nature, so they generate the non-restricting modifier inference as defined in (2.29). The propositional local context \( c' \) of the clause containing \textit{obnoxious philosophers} in (2.22) denotes the global context set \( C \), and we have agreed to treat \( c'' \) as maximally broad, so the addressee will generate the inference in (2.29) and will globally accommodate or challenge it if they didn’t believe it previously.

\[
\forall x \forall w [(D_e(x) \land \llbracket c' \rrbracket (w)) \rightarrow (\textit{philosopher}(x)(w) \rightarrow \textit{obnoxious philosopher}(x)(w))]
\]

The above is a simplification in that the lexical semantics of \textit{obnoxious} should be more complex and linked to the attitudes of the speaker, but other than that, the result corresponds to the intuitive inference in (2.22).

In (2.23), however, the propositional context \( c' \) of the clause containing \textit{obnoxious philosophers} does not denote \( C \), but rather the intersection of \( C \) with the set of worlds denoted by the antecedent of the conditional, i.e., the set of worlds in which all philosophers ask questions like this, which I will abbreviate as \( Q \) (see Schlenker 2009, 2010 for the full proof of this being the strongest possible propositional restriction in this case). The inference arising in (2.23) is given in (2.31) (I omit the intermediate steps).

\[
\forall x \forall w [(D_e(x) \land C(w) \land Q(w)) \rightarrow (\textit{philosopher}(x)(w) \rightarrow \textit{obnoxious}(x)(w))]
\]
Now, one might be concerned about the non-deterministic nature of the pragmatic triggering in (2.29). However, this is a good thing, as we often do observe a lot of ambiguity as to whether a given instance of a modifier is meant to be non-restricting. For instance, we have seen an example of this in (2.21), which, in the absence of further contextual information, is ambiguous.

Non-restricting modifier inferences project very strongly, i.e., they usually cannot be interpreted locally under semantic operators, not even under pressure (e.g., if a local interpretation is the only way to prevent the utterance from being contradictory).

For example, non-restricting modifier inferences project more strongly than existence inferences of definite descriptions. This is illustrated in (2.32). In (2.32a), the inference of the definite description her car that Pam has a car cannot be satisfied globally, but it can be marginally interpreted locally under if, resulting in an imperfect but relatively acceptable utterance. Such local interpretation should then be possible in (2.32b) as well, however, either it isn’t or it’s not enough to save the day; the utterance is crashingly bad.

(2.32)  
Context: Zoe, Lucy, and Pam are going on a camping trip. Pam is coming from Boston to New York to join the rest of the group. Zoe and Lucy are discussing how to get to the camping site from New York. ...

a. ...They have agreed that they need a car, no matter how big. Lucy:

?Well, Pam is coming from Boston. I don’t know if she has a car, but if she’s coming in her car, we can use it to get to the camping site.

‘...if (she has a car and she’s coming in her car)...’

b. ...They have agreed that they need a large car to fit all their supplies. Lucy knows that Pam has exactly one car. Lucy:

#Well, Pam is coming from Boston. I don’t know if her car is large, but if she’s coming in \( \{ \text{her large car, her large car} \} \), we can use it to get to the camping site.

Intended: ‘...if (\{she has a large car, her car is large\} and she’s coming in her large..."

---

12Note also that Leffel’s analysis is also non-deterministic, at least for pre-nominal adjectives in English, as it allows for both restricting and non-restricting compositional construals for one and the same string.
I attribute the total unacceptability of (2.32b) to the fact that the non-restricting modifier inference of the adjective *large*\(^{13}\) is not satisfied globally, but, unlike existence inferences of definite descriptions, it cannot be interpreted locally. I thus conclude that even in cases of non-restricting modification within definites, the non-restricting modifier inference is independent of the existence inference of the definite.

The unacceptability of (2.32b) illustrates another important point, namely, the necessity to independently capture the “restricting intention” of restricting modifiers discussed at the end of section 2.1.2.1. The weak definition in (2.15) doesn’t prevent us from saying that *large* in (2.32b) is, in fact, a restricting modifier, since all we require there is that restricting modifiers aren’t truth-conditionally vacuous, which would be the case if Pam doesn’t have a large car in (2.32b). In that case, we would not have a non-restricting modifier inference, and locally accommodating the existence inference of the definite description should be enough to save the day. However, empirically it looks like we simply can’t use modifiers to distinguish between two alternatives, one in which the modification is vacuous and one in which the result of modification is empty. Thus, whatever the precise implementation of the restricting intention in (2.16) is, its consequence should be that we infer that the speaker believes that the modifier picks out a locally non-empty part of the denotation of the expression it modifies, where by “locally” I mean that these parts need to be non-empty relative to the local context of the modification configuration, as illustrated in (2.33).

\[(2.33)\] If Stephanie has a small and a large dog, I would rather she brought her *large* dog, not her *small* dog.

\(^{13}\)Here and for all similar examples I am assuming that the modifier is operating on the set of contextually relevant individuals. In this case it would be Pam’s cars only, which is a singleton set, so the adjective is non-restricting. However this domain restriction is operationalized, it seems to be empirically solid: we don’t get an inference about all the cars in the world, only Pam’s. It’s also possible to have a story similar to Leffel’s (see (2.19)), where the head noun in a possessive DP bears an index linking it to the possessor, except I would maintain that *car*\(_i\) is still of type *et*. Note also that, as mentioned before, Leffel still has to assume non-syntactic, contextual domain restriction for some other cases of non-restricting modification, such as in (2.21). See also the discussion in Schlenker 2018a, fn. 31, where the potential need for an assignment-sensitive domain restriction is acknowledged for gestures.
In other words, restricting modifiers come with their own “restricting modifier inferences”, which arise pragmatically as a result of the function of restricting modifiers and project relative to local contexts. I will not explore these inferences any further, since this dissertation will mostly focus on non-restricting modifier inferences. However, the fact that restricting modifier inferences exist and that they are independent of simple existence inferences of definites assures that, under the assumption that each instance of a subsective modifier is either restricting or non-restricting, whenever we have a subsective modifier modifying an expression whose extension is believed by the speaker to be a singleton set, this instance of a modifier has to be non-restricting, as the only way for it to be truth-conditionally non-vacuous would be if the extension of the result of modification could be the empty set, contra the restricting modifier inference. This consequence will become important later in section 5.3 when we talk about phi-features on pronouns as obligatorily non-restricting modifiers.

Now, going back to non-restricting modifier inferences, they project very strongly in other cases, too. Thus, (2.34) is only acceptable if the adjective obnoxious is interpreted as a restricting one. If obnoxious was non-restricting, the I don’t know... clause would have prevented the non-restricting modifier inference that all philosophers are obnoxious from projecting, so it would have to be interpreted locally, as a conjunct under if, but this is not a possible interpretation.\footnote{The local interpretation isn’t inconceivable either; one could easily imagine a scenario in which the speaker would only be annoyed if the number of obnoxious philosophers in the audience is large.}

(2.34) I don’t know if all philosophers are obnoxious or if very few are, but if every obnoxious philosopher comes to my talk, I’ll be annoyed.

\(\neg\) All philosophers are obnoxious.

\(\not\) ...if (all philosophers are obnoxious and every philosopher comes to my talk), I’ll be annoyed.’

In presupposition literature, local interpretations of normally projecting inferences are standardly derived via \textsc{local accommodation} (e.g., Heim 1983; Schlenker 2009), which is a last-resort
mechanism that is in principle available for presuppositions. Local accommodation can be op-
erationalized differently, but at the end of the day yields the result where the presupposition is
interpreted as a conjunct at some local level, which is what seems to happen in (2.32a).

The presupposition literature typically distinguishes between \textsc{weak} and \textsc{strong} presup-
positions, i.e., those that in principle can be locally accommodated under some pressure and those
that can’t. The terms \textsc{weak} and \textsc{strong} are also often used to describe the presupposition triggers
that trigger weak and strong presuppositions, respectively. For example, when it comes to lexical
presuppositions, \textit{start} is usually considered a weak trigger, as shown in (2.35), and \textit{again} is usually
considered a strong trigger, as shown in (2.36).

(2.35) \ I don’t know if Jackie smokes, but if she starts now, it’ll be hard for her to quit.
\[ \lor \ \text{Jackie doesn’t smoke.} \]
\[ \approx \text{‘...if (she doesn’t smoke and starts now)’} \]

(2.36) ??I don’t know if Jackie has been in jail before, but if she goes to jail again, she’s unlikely
to be released on parole.
\[ \lor \ \text{Jackie has been in jail before.} \]
\[ \text{Intended: ‘...if (she has been in jail before and goes to jail again)’} \]

This distinction can be seen as a continuum from very weak to very strong presuppositions, depend-
ing on how acceptable local accommodation thereof is. As things stand, however, the weak–strong
distinction for presupposition triggers is a descriptive, not an explanatory one.

In this dissertation I am using the weak–strong distinction more generally, for any project-
ing content, regardless of whether or not it is presuppositional. Non-restricting modifier inferences
project very strongly, so if they are to be analyzed as presuppositions of some kind, we could
simply stipulate that they are strong without losing any explanatory power. If we could, however,
have a principled reason why local interpretations of non-restricting modifier inferences are not
possible, we could gain some.
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Under the pragmatic triggering mechanism I have proposed in this subsection, local accommodation is not a meaningful option for non-restricting modifier inferences. The addressee only generates non-restricting modifier inferences if they believe that the speaker intends the given instance of a modifier as a non-restricting, i.e., a truth-conditionally vacuous one, and if they have a reason to believe that this is not the case, no inference will be generated in the first place. In (2.32b) and (2.34), the target modifiers are clearly meant to affect the truth conditions, so no inference is generated in the first place and the modifiers can only be interpreted as restricting. In (2.32b), the restricting interpretation is impossible, as it is specified in the context that Pam only has one car, and also this interpretation clashes with the question under discussion (QU; Roberts 2012 et seq.) set up by the speaker.

I would imagine that Leffel (2014) could say something similar to explain the lack of local accommodation of the semantic presupposition in (2.18), but in his system the link between the triggering of non-restricting modifier inferences and the definition of non-restricting modifiers is more opaque, so it is less clear how the argument would go.

Now, let me add a quick note about focus. It has been observed before that focus on an adjective forces a restricting interpretation thereof (the observation was originally made in Umbach 2006 for German and extended to English in Leffel 2014). For example, (2.37a) is a reasonable utterance that doesn’t commit one to the existence of harmless carcinogens, but (2.37b) is weird because focus on harmful signals that the speaker believes harmless carcinogens exist, which is at odds with our world knowledge.

(2.37) a. Cigarettes contain harmful carcinogens. (Leffel 2014, (3.10))
   b. #Cigarettes contain harmful carcinogens. (Leffel 2014, (5.66))

Leffel (2014) argues that the reason that happens is because focus on a modifier evokes contrasting alternatives that, furthermore, need to be defined (this second part is a stipulation). In (2.37b) a natural contrasting alternative to harmful would be harmless, and the set denoted by harmless carcinogens then would need to be non-empty.
Whether or not Leffel’s explanation is correct, this property of focused modifiers alone could not explain the unacceptability of (2.32b) or the unavailability of the (local) non-restricting interpretation in (2.34), as these facts obtain regardless of whether the adjective is focused or not.

Furthermore, it is not obvious to me that focus does in fact always force restricting interpretations of modifiers. In Esipova 2018a, I discuss instances of focus that only marks contrast between two expressions but does not relate them to any QUD. Curiously enough, instances of non-QUD-marking focus don’t seem to force restricting interpretations, as shown in (2.38), where the instances of harmful and healthy are likely to be non-restricting given our world knowledge.

(2.38) We need to distinguish between harmful trans fats and healthy monounsaturated fats.

→ All trans fats are harmful.

→ All monounsaturated fats are healthy.

The observation that focus on modifiers only seems to force a restricting interpretation thereof when it relates them to some QUD leads to an alternative explanation of the effect observed in Umbach 2006 and Leffel 2014. A piece of content that addresses a QUD often can’t be truth-conditionally vacuous (the link is claimed to be categorical in Simons et al. 2010; see, e.g., Koev 2013 for some counterexamples involving appositives). The only way for a modifier not to be truth-conditionally vacuous is to be restricting; non-restricting modifiers are truth-conditionally vacuous by definition. This would explain the correlation between being focused and being restricting. However, the potentially non-categorical nature of the link between QUD-addressing and truth-conditional vacuity leaves space for further exploration (which I will not pursue here).

2.1.2.4 Non-restricting modifier inferences and cosuppositions

The pragmatic triggering mechanism for non-restricting modifier inferences developed in subsection 2.1.2.3 is reminiscent of COSUPPOSITIONS, i.e., assertion-dependent inferences that project like lexical presuppositions but aren’t necessarily triggered as such. Cosuppositions were originally proposed in Schlenker 2018a to account for inferences triggered by co-speech gestures across the
board and extended to other types of content in Schlenker 2018b,c. In this dissertation I propose to fully equate cosuppositions with non-restricting modifier inferences. I argue that by doing so we will both constrain cosuppositions in the right way and let them apply in the cases in which Schlenker’s original formulation doesn’t. I will develop the first argument and provide empirical support for it in Chapter 4, when I talk about gestures and facial expressions. As for the second argument, I will develop it now by showing that my formulation of non-restricting modifier inferences applies to non-intersective modifiers while Schlenker’s formulation of cosuppositions doesn’t.

Schlenker’s original motivation for introducing cosuppositions as a mechanism of generating projecting inferences contributed by co-speech gestures (in Schlenker 2018a) was to assure that their contribution is truth-conditionally vacuous. He then extended the notion of cosuppositions to other types of content. In (2.39), I give his full generalized definition of cosuppositions from Schlenker 2018c.¹⁵

(2.39) **Schlenker’s unified theory of cosupposition generation (Schlenker 2018c, (67))**

a. A cosupposition is triggered when an elementary expression $pp'$ has an entailment $p'$ which is presented as being unimportant, and for this reason the global Context Set C should guarantee that, relative to its local context $c'$, $pp'$ should be equivalent to $p$, i.e.:

(i) $c' \Rightarrow (pp' \Leftrightarrow p)$

b. (i) is equivalent to the standard definition of cosuppositions in (ii):¹⁶

(ii) $c' \Rightarrow (p \Rightarrow p')$

c. An entailment $p'$ might be presented as unimportant for different reasons:

(i) for reasons of manner, in case $p'$ is contributed by a co-speech or co-sign gesture (which is parasitic and thus should not make an essential contribution);

(ii) for conceptual reasons, in case $p'$ is understood not to matter given the context

¹⁵I change Schlenker’s notation a bit to better match mine. Also, let me point out that while (2.39) only makes reference to the global context set C and a single local context $c'$, Philippe Schlenker (p.c.) has confirmed to me that for a non-propositional $pp'$ we need to compute two local contexts, a propositional one and a sub-propositional one, as is made explicit in my formulation in (2.29).
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of the conversation.

d. Because cosuppositions are presented as unimportant, they can to some extent be disregarded under ellipsis resolution. (This does not preclude the possibility that co-speech/sign cosuppositions are more easily ignored for syntactic reasons.)

Schlenker’s algorithm in (2.39) is, on the one hand, unconstrained in that it isn’t linked to any specific compositional configuration and can even apply if \( p \) and \( p' \) don’t combine compositionally and are instead two pieces of a single lexical entry \( pp' \). On the other hand, Schlenker assumes that \( p \) and \( p' \) are conjuncts within \( pp' \) (whether or not they combine compositionally) and that \( p' \) is thus an entailment of \( pp' \), which is too restrictive, as this prevents cosuppositions from arising in cases where \( p \) and \( p' \) are of different semantic types (\( pp' \) can’t entail \( p' \) if they are of different types, nor can \( p \) and \( p' \) conjoin in this case).

In Chapter 4, I will show that attempts to constrain the cases in which cosuppositions arise based on how a given piece of content is linearized without making reference to its compositional integration (featured most prominently in 2018b, but also in Schlenker 2018a) are misguided.

I propose instead to constrain cosuppositions by equating them with non-restricting modifier inferences, as defined in (2.29). Schlenker’s take on what constitutes an “unimportant entailment” in (2.39c) can then be re-conceptualized as some of the reasons why a given instance of a modifier might prefer to be non-restricting. I will discuss some other reasons why certain instances of modifiers might be preferably or obligatorily non-restricting in subsection 2.1.2.5.

Now, Schlenker’s cosupposition algorithm generates the same inferences for non-restricting intersective modifiers as the algorithm in (2.29) (modulo the need for two local contexts rather than one). However, Schlenker’s algorithm can’t apply to non-intersective subsective adjectives like \textit{skillful}, illustrated before in (2.8b) and repeated below in (2.40), which are of higher type than the expression they modify, because the result of modification cannot in this case entail the

\footnote{Here Schlenker makes reference to the original formulation of cosuppositions for co-speech gestures in Schlenker 2018a.}

\footnote{I will come back to ellipsis related issues in subsection 7.2.2.}

\footnote{In fact, the definition refers to \( pp' \) as an “elementary expression”; however, Schlenker himself applies cosuppositions to cases when \( p \) and \( p' \) within \( pp' \) combine compositionally.}
modifier (*skillful stuntwoman* doesn’t entail *skillful*).

(2.40) Zoe is a skillful stuntwoman.

Zoe is a cellist.

→ Zoe is a stuntwoman.

failure Zoe is a skillful cellist.

Under my formulation in (2.29), the modifier doesn’t have to be of the same semantic type as the expression it modifies or the result of modification. The only requirement is that the expression being modified is of the same type as the result of modification, which is already assured by the very basic type-based definition of a modifier (see subsection 2.1.1). (2.41) exemplifies how this view works for the NP *skillful stuntwoman*, yielding the intuitively correct result that if *skillful* is non-restricting, we get an inference that in the local context of the whole NP, being a stuntwoman entails being a skillful stuntwoman. The exact lexical semantics of *skillful* doesn’t matter here, I simply treat *skillful* as a relation connecting properties, individuals, and worlds.

(2.41) a. 

\[
\begin{align*}
\text{NP}_2 \\
\langle e, st \rangle \\
\lambda x \lambda w. & \text{skillful}(\text{stuntwoman})(x)(w) \land \text{stuntwoman}(x)(w) \\
\text{AdjP} \\
\text{NP}_1 \\
\langle (e, st), (e, st) \rangle \\
\lambda P & \lambda x \lambda w. \text{skillful}(P)(x)(w) \land P(x)(w) \\
\lambda x \lambda w & . \text{stuntwoman}(x)(w)
\end{align*}
\]

b. non-restricting modifier inference:

\[
\forall x \forall w [\llbracket c'' \rrbracket (x)(w) \rightarrow (\text{stuntwoman}(x)(w) \rightarrow \text{skillful}(\text{stuntwoman})(x)(w))]
\]
In fact, one of the cases Schlenker (2018c) himself discusses involves degree modification, which is non-intersective. The case comes from Aristodemo 2017 and involves a maximal-degree modifier ‘completely’ in Italian Sign Language (LIS) and spoken Italian. In LIS it is argued to be an obligatory part of signs such as *FULL* and *BALD*; in spoken Italian it’s a separate co-speech gesture combining with closed-scale adjectives such as ‘full’, ‘bald’, ‘empty’, and ‘straight’. Aristodemo argues that both give rise to projecting conditional inferences (e.g., ‘full’ entails ‘completely full’) and analyzes both as cosuppositions, positing that in LIS ‘completely’ is a “co-sign gesture”.

Schlenker’s algorithm in (2.39) cannot assure this result, though, since ‘completely full’ would need to entail ‘completely’ for the algorithm to apply. However, ‘completely’ isn’t of the same type as ‘completely full’, so this is not possible.

Under my view, ‘completely’ in the two cases above would be a preferably non-restricting modifier, whose type doesn’t matter. However, even under my view of cosuppositions as non-restricting modifier inferences, we still need to maintain that the expression being modified is of the same type as the result of modification, i.e., in order for it to apply to degree modifiers, we need to assure that degree modifiers are, in fact, modifiers. Curiously, this is not the case in the classical analysis of degree modifiers in Kennedy & McNally 2005, under which degree modifiers uniformly take a gradable adjective of type $\langle d, et \rangle$ and return a predicate of individuals of type $et$. I provide an example of how degree modifiers compose with adjectives in this system in (2.42) ($d$ ranges over degrees; $d = \max(S_{\text{full}})$ reads roughly as ‘$d$ is the maximal degree on the scale of fullness’); composition of non-maximal-degree modifiers is similar, it’s the lexical semantics only that will be different.

AdjP$_1$ and AdjP$_2$ above have different types, because in Kennedy and McNally’s analysis, degree modifiers systematically do two things: they actually modify the degree of the incoming adjective (i.e., they add some information about the degree variable), and they existentially close off the degree variable. But there is no reason why they should do both. In fact, there is a reason

---

19The fact that in LIS it is an obligatory part of the signs does not mean there is no composition in the morphosyntax; bound morphemes exist. Aristodemo’s “co-sign gesture” analysis, in fact, assumes there is composition in the morphosyntax, too.
why they shouldn’t. While it is uncommon to have multiple degree modifiers modifying the same predicate, it is not impossible:

(2.43) Zoe is an [incredibly, [extremely, [amazingly talented]]] stuntwoman.

The reason why it might be uncommon to have multiple degree modifiers is perhaps that since they modify the predicate on the same scale, multiple modification is likely to be either redundant or contradictory. In (2.43), however, redundancy has an emphatic effect; plus, the modifiers have different evaluative flavors, so they are not entirely redundant.\(^{20}\)

No overt coordinator between the degree modifiers is required in (2.43), so it stands to reason that the compositional structure is as indicated by the bracketing. Kennedy and McNally’s analysis is incompatible with multiple degree modification, because once we’ve existentially closed off the degree variable, we can’t access it anymore. A natural solution is to divorce degree modification proper from existential closure, which is what I do in (2.44).

\(^{20}\)Similarly, multiple degree modifiers can occur in different modalities, in which case they might be perceived as less redundant, although such examples are likely to be ambiguous with respect to their exact compositional structure (see, for instance, the example in footnote 64). Also, Aristodemo doesn’t talk about combining gestural and non-gestural degree modifiers in Italian, but I would expect it to be possible.
Proposed composition of degree modifiers

\[
\text{AdjP}_3
\langle e, st \rangle
\lambda x \lambda w. \exists d [d = \max(S_{\text{full}})(w) \land \text{full}(x)(w) = d]
\]

\[
\exists d \quad \\text{AdjP}_2
\langle (d, \langle e, st \rangle), \langle e, st \rangle \rangle
\langle d, \langle e, st \rangle \rangle
\lambda G \lambda x \lambda w. \exists d [G(d)(x)(w)]
\lambda d \lambda x \lambda w. d = \max(S_{\text{full}})(w) \land \text{full}(x)(w) = d
\]

\[
\text{DegP} \quad \\text{AdjP}_1
\langle (d, \langle e, st \rangle), \langle d, \langle e, st \rangle \rangle \rangle
\langle d, \langle e, st \rangle \rangle
\lambda G \lambda x \lambda w. d = \max(S_G)(w) \land G(d)(x)(w)
\lambda d \lambda x \lambda w. \text{full}(x)(w) = d
\]

We thus make modification of adjectives more similar to modification in the nominal and verbal domains, whereby we start out with an expression of a certain type (\(\langle e, st \rangle\), \(\langle v, st \rangle\), or \(\langle d, \langle e, st \rangle \rangle\)), and we can modify it by taking it and returning an expression of the same type however many times we need, until we merge a determiner-like element (determiner or existential closure) and turn it into a different type.

Now we can generate non-restricting modifier inferences for degree modifiers if necessary. For example, if \textit{completely} is non-restricting in (2.44), we will have the inference in (2.45), which, at the end of the day, assures that (relative to the local context) if an individual is full to some degree, that degree is maximal.

(2.45) non-restricting modifier inference for \textit{completely full}:

\[
c'' \Rightarrow \forall (\text{AdjP}_1 \Rightarrow \text{AdjP}_2)
\forall d \forall x \forall w [\llbracket c'' \rrbracket (d)(x)(w) \rightarrow ((\text{full}(x)(w) = d) \rightarrow (d = \max(S_{\text{full}})(w)))]
\]

Now, let me emphasize that simply switching to the ‘daughter entails parent’ formulation of cosup-
positions from ‘parent entails daughter’ (or ‘sister entails sister’) as a technical tweak to be able to
generate cosuppositions in cases of non-intersective modification doesn’t in and of itself address
the need for constraining cosuppositions, which I take to be the main issue with Schlenker’s cosup-
positions as is. Re-conceptualizing cosuppositions as non-restricting modifier inferences, however,
both constrains them in the right way (as we will see in Chapter 4) and allows generating them in
cases of non-intersective modification. In other words, fixing the technical bug doesn’t address the
bigger issue, but addressing the bigger issue fixes the technical bug along the way.

Is it possible that there exist assertion-dependent inferences that project like presupposi-
tions, but are not non-restricting modifier inferences? For example, can such inferences be trig-
gered lexically rather than pragmatically, or can they be associated with a different compositional
configuration? I believe that this in principle possible, and one might even want to call such in-
ferrances cosuppositions, but they would be a different class of inferences with properties distinct
from those of non-restricting modifier inferences. Crucially, I will argue that none of the cases
covered in the rest of this dissertation (gestures, facial expressions, phi-features) have so far war-
ranted positing cosuppositions outside of non-restricting modifier inferences—and, in fact, failing
to constrain cosuppositions to the modifier configuration in these cases overgenerates.

2.1.2.5 Preferably non-restricting modifiers

Before I move on to discussing supplements, I would like to add a few notes on what can make
a given instance of a modifier preferably or obligatorily non-restricting. Instances of modifiers
that modify expressions whose extensions are known to be singleton sets will be obligatorily non-
restricting, which would account, for example, for the preference for a non-restricting modifier
inference arising in (2.17b), as people typically have one mother.

Certain modifiers may prefer to be non-restricting, however, due to their lexical semantics.
In (2.22) and (2.23) above I exploited the fact that adjectives that have an evaluative meaning com-
ponent often exhibit a preference for non-restricting readings by default.21 For example, (2.46a)

21I thank Alicia Parrish (p.c.) for urging me to think about such adjectives.
is more likely to be uttered in a context in which Stephanie has one dog (or at least a context in which only one of Stephanie’s dogs is salient, and the adjective is not used to identify the referent of the definite description), especially as compared to (2.46b). This is not a categorical preference, however, as shown in (2.46c); such adjectives can still in principle be used in a restricting way.

(2.46)  
\begin{enumerate}
\item Stephanie is bringing her \{ginormous, obnoxious, awesome\} dog.  
\item Stephanie is bringing her brown dog.  
\item A: Which of her dogs is Stephanie bringing?  
B: The \{ginormous, obnoxious, awesome, brown\} one.  
\end{enumerate}

The reason why (2.46a) tends to default to the non-restricting reading of the adjectives while (2.46b) tends to default to the restricting reading seems to be two-fold. By default, it is hard (although, of course, not impossible) to imagine a context in which the relevance constraint for brown would be justified. Modifiers with an evaluative component, however, always have a salient pragmatic function in the discourse, that of expressing the speaker’s attitude, which makes them good non-restricting modifiers by default. Apart from that, modifiers whose lexical meaning is mostly or entirely evaluative, such as awesome or obnoxious, likely don’t make very good restricting modifiers because they are highly subjective. Yet, they can still be used in a restricting way, even if it’s not an incredibly helpful strategy to identify referents.

Interestingly enough, there are adjectives that can’t be used in a restricting way at all, namely, expressives.\textsuperscript{22} For example, in (2.47b), only literal, non-expressive interpretations of the adjectives are available.

(2.47)  
\begin{enumerate}
\item Stephanie is bringing her \{fucking, bloody, damn\} dog.  
\item A: Which of her dogs is Stephanie bringing?  
\end{enumerate}  

\textsuperscript{22}Note that Potts (2005) actually refers to positively evaluative adjectives like lovely or brilliant as “expressives” as well. I use this term more narrowly here. Under this more narrow use, the most important property of true expressives is that they can convey attitudes about things other than what they adjoin to syntactically. This is actually noted by Potts for adjectives like fucking or bloody, but he doesn’t make this the definitive property of expressives. So far I have not been able to find expressions in English or other languages that have this property, but are positive by default.
B: #The \{fucking, bloody, damn\} one.

Could it be that expressive adjectives are just an extreme case of modifiers that are very bad at being restricting due to total lack of any descriptive meaning component? I have reasons to believe that this can’t be the end of the story for expressives, one of them being the categorical nature of the judgements in (2.47b). I will briefly come back to expressives in sections 4.4, where I talk about facial expressions, and 5.4, where I talk about the potential performative component of gender features on pronouns, but I will not provide a new analysis of expressives in this dissertation.

Now, let me make it clear that having a preference for being non-restricting, even a categorical one, isn’t the same as being NON-RESTRICTIVE. At the beginning of the subsection I defined RESTRICTIVE as having the potential to be restricting, and when I did so, I meant compositional potential. Subsective modifiers have this compositional potential by virtue of having the left conjunct in (2.6).\(^{23}\) I will reserve the term NON-RESTRICTIVE for content that can’t possibly restrict whatever it combines with due to how it combines with it. Thus, whether, for example, expressives are restrictive but aggressively non-restricting or simply non-restrictive depends on what composition strategy one assumes for them, not on whether they can ever be restricting empirically. One example of non-restrictive content are supplements, which is what I will talk about next.

## 2.2 Supplements

### 2.2.1 Composition of supplements

The composition strategy used by appositives (both nominal appositives and appositive relative clauses) is different from that of modifiers. Appositives associate with anchors (individuals in the case of adnominal appositives) and contribute some propositional content about those anchors.

Most analyses of appositives assume they adjoin to their anchors in narrow syntax (e.g.,

\(^{23}\)Of course, one could come up with an \(\alpha\) that makes the left conjunct in (2.6) trivially true (for example, as a function throwing away its argument and returning “true”), but as a composition strategy, subsective modification as defined here always has the potential to restrict the expression being modified.
For adnominal appositives, whose anchors are individuals, this means that they adjoin to DPs (Determiner Phrases), as opposed to adjectives, which adjoin to NPs (Noun Phrases). Further differences among specific analyses of appositives are immaterial for the purposes of this dissertation, but I will assume the majority view that adnominal appositives adjoin to DPs in narrow syntax.  

For example, in (2.48), the appositive \((\text{who is})\ a\ stuntwoman\) composes with the DP \(Zoe\) denoting the individual Zoe and contributes the proposition of a special type that Zoe is a stuntwoman.

\[
(2.48) \quad \text{I invited Zoe, (who is) a stuntwoman.}
\]

\[
\rightarrow \text{Zoe is a stuntwoman.}
\]

Whichever specific account of appositives one assumes, the general outcome is the same: appositives are not restrictive. The way they compose with their anchors doesn’t allow them to restrict anything. For example, Potts (2005) assumes bidimensional semantics whereby the anchor fills the argument slot of the appositive yielding a proposition of a special, *conventional implicature* type. Koev (2013) and AnderBois et al. (2013) assume a dynamic unidimensional setup instead, whereby appositives introduce propositional discourse referents of a special kind; the link between appositives and their anchors is anaphoric.

In (2.49), I illustrate the composition of appositives in Potts 2005 (although, once again, I myself don’t commit to this or any other analysis). Under (a simplified version of) Potts’s story, \((\text{who is})\ a\ stuntwoman\) composes with the DP \(Zoe\), which is of type \(e\), passing on the denotation of Zoe unchanged and contributing the conventional implicature that Zoe is a stuntwoman.

---

24 See McCawley 1998; Schlenker 2013 for an alternative view on the syntax of appositives.

25 Here I assume that a nominal appositive, like \(a\ stuntwoman\), has some amount of silent syntactic structure that makes it similar to a full-blown appositive relative clause, like \(\text{who is a stuntwoman}\); in other words, I assume that nominal appositives are essentially reduced relative clauses (cf. Zoe, \((\text{who is})\\text{ often called the most talented stuntwoman}\)). This assumption isn’t crucial, however, and whether there any syntactic differences between the two structures is immaterial for the purposes of this dissertation.
I invited Zoe, (who is) a stuntwoman.

z (at-issue)
•
stuntwoman(z) (conventional implicature)

DP \[ \lambda x.\text{stuntwoman}(x) \]

\[ z \quad \text{(who is) a stuntwoman} \]

\[ Zoe \]

The consequence of this composition that appositives are non-restrictive is borne out empirically, as appositives cannot have restricting interpretations. I will adduce experimental evidence to support this claim in Chapter 3. At this point let me just discuss two purported exceptions to this empirical generalization.

Wang et al. (2005), and subsequently Nouwen (2014), give examples like (2.50), claiming that one-appositives are, in fact, restricting (and, thus, restrictive).

(2.50) If a professor, a famous one, publishes a book, they will make a lot of money.
\neg If a professor publishes a book, they are famous.
\approx ‘If a famous professor publishes a book...’

First, let me point out that (2.50) doesn’t really empirically distinguish between a restricting interpretation of the one-appositive and a non-projecting one, because the appositive there is adjoined to a low-scoping indefinite: ‘If a famous professor publishes a book...’ is equivalent to ‘If (a professor publishes a book and they are famous)...’. But setting that aside, I agree with the intuition in AnderBois et al. (2013) that one-appositives are more like corrections, or second thought elaborations, rather than bona fide restricting modifiers. AnderBois et al. (2013) adduce evidence that one-appositives are “appositive in prosody only”; in particular, they don’t require discourse refer-
ents and can be easily targeted by direct responses in the discourse. However, these observations, albeit well-taken, prove that *one*-appositives are “at-issue”, but don’t prove that they are corrections or elaborations rather than bona fide restricting modifiers. This can be proven, however, by contrastive examples, which clearly show that *one*-appositives can’t be used as planned restrictors, as in (2.51c)—as opposed, for example, to adjectives, as in (2.51a), or restrictive relative clauses, as in (2.51b).

(2.51) a. If a **famous** professor publishes a book, they will make a lot of money, but if an **unknown** professor does so, they will make nothing.

b. If a professor that’s **famous** publishes a book, they will make a lot of money, but if a professor that’s **unknown** does so, they will make nothing.

c. #If a professor, a **famous** one, publishes a book, they will make a lot of money, but if a professor, an **unknown** one, does so, they will make nothing.

A second alleged exception is examples like (2.52), in which nominals following other nominals seem to help identify the referents.

(2.52) (*PrP* I invited Zoe the **stuntwoman**), (*PrP* not Zoe the **politician**).

I don’t take these cases to be exceptions either. Following Matushansky 2008, I assume that proper names contain NP-layers denoting properties of being named in a certain way, and in (2.52), *the stuntwoman* and *the politician* in fact adjoin at the NP level and compose as ordinary modifiers (denoting the properties of being the contextually relevant stuntwoman and the contextually relevant politician, respectively).26 This is evidenced, in particular, by the fact that these nominals

> Another possible construal is one where it is technically the same Zoe, but I am talking about the two facets of the same individual, in a way reminiscent of Szabolcsi’s (1980) example (the original example is in Hungarian; the English translation works in the same way):

> (ii) It was [my **friend**], that I invited, not [the minister’s **wife**]_{i/j}.

Whatever the details, I would analyze this construal as involving restricting modifiers as well.
don’t form their own prosodic phrases, unlike actual appositives.

I will refer to the composition strategy used by appositives—whatever the details thereof—as the SUPPLEMENT strategy. The term SUPPLEMENT is used, in particular, in Potts 2005 and some subsequent work to describe a certain class of expressions, all of which Potts analyzes as conventional implicatures. Apart from appositives, Potts includes parentheticals and sentence-level adverbs, such as surprisingly or unfortunately, in this class. However, unlike appositives and sentence-level adverbs, full-clause parentheticals, as in (2.53), don’t have anchors, and even when they contain a pronoun anaphoric to something in a non-parenthetical clause, the link between that pronoun and its antecedent is weaker than that between, say, an appositive and its anchor (see Esipova 2017 for further details).

(2.53) I invited Zoe (she’s a stuntwoman I told you about yesterday) to the party.

More generally, parentheticals are less restricted from the morphosyntactic perspective and are arguably late merged. Because of that, full-clause parentheticals are not supplements under my use of the term. This is not to say that one cannot have the same projection mechanism for appositives and parentheticals (e.g., that of conventional implicatures). If one wanted to maintain a terminological similarity between appositives and parentheticals, they could introduce a broader definition of supplements than the one assumed in this dissertation and then distinguish between anchored and anchorless supplements within this broader class. I will keep my terminology simple, however.

2.2.2 Projection of supplements

Supplements project, and typically they project very strongly:

(2.54) a. If you invite Zoe, a stuntwoman, you should show her your muscle car.

→ Zoe is a stuntwoman.

b. #I don’t know if Zoe is a stuntwoman, but if you invite Zoe, a stuntwoman, you should show her your muscle car.
Intended: ‘...if (Zoe is a stuntwoman and you invite her)...’

How exactly one accounts for supplement projection is immaterial for the purposes of this dissertation. For example, in both Potts 2005 and AnderBois et al. 2013 projection of supplements is assured by the propositions they contribute being special in a way that makes them impervious to semantic operators. In Potts 2005, these propositions have a special semantic type, and in AnderBois et al. 2013 they are a special type of discourse referents. Either option works for me.

Schlenker (2013) discusses apparent exceptions to the projection requirement on appositives, such as (2.55).

(2.55) If tomorrow I call the Chair, who in turn calls the Dean, we will be in deep trouble.

\[ \land \] If tomorrow I call the Chair, they will call the Dean.

\approx ‘If (tomorrow I call the Chair and they call the Dean)...’

Such interpretations are very constrained, however. Jasinskaja & Poschmann (2018) argue (convincingly) that appositive relative clauses only have such local interpretations when the discourse coherence relation between the matrix clause and the appositive one is a coordinating one. For example, in (2.55) we are dealing with an ordered sequence of events (Jasinskaja and Poschmann subsume this case under the discourse coherence relation of “Narration”). The cases discussed in this dissertation, however, don’t ever involve coordinating coherence relations between the matrix clause and the appositive one and, thus, don’t ever give rise to such local interpretations.

The crucial difference between modifiers and supplements with respect to projection is, thus, that for a modifier not to project means to be restricting, and this interpretation is in principle available to any modifier by default. Whether a given instance of a modifier is interpreted as restricting (and, therefore, non-projecting) or non-restricting (and, therefore, projecting) is determined by a variety of utterance-external factors. In supplements, however, projection is systematically triggered by a certain compositional configuration (e.g., that of an appositive or a sentence-level adverb), and local interpretations are only available under very limited circumstances.
This difference leads me to conclude that we do need two separate projection mechanisms for non-restricting modifiers and supplements. A reductionist story like in Morzycki 2008, whereby non-restricting modifiers contribute Pottsian (2005) conventional implicatures, fails to capture this contrast in availability of local interpretations. Even if we were to use the same mechanics for assuring lack of interaction with semantic operators for the two types of projecting inferences (i.e., projection proper), we would still need two separate triggering mechanisms. In subsection 2.1.2.3 above, I proposed that triggering of non-restricting modifier inferences is pragmatic in nature. I am not proposing any new mechanism for supplements, but it is clear that triggering of projecting inferences in supplements is much more systematic, much more conventional, and, thus, much more semantic, which is how it is implemented in most existing analyses of supplements.27

2.3 Summary of the chapter

So, let’s take a tally. We have (at least) two composition strategies available to non-sublexical content in natural language, modification and supplementation. Adnominal subsective adjectives exemplify modifiers. They adjoin to NPs (type \(e,(s)t\)); they are restrictive, but not always restricting; when they are non-restricting, they have to project, and they do so as pragmatically triggered presuppositions. Adnominal appositives exemplify supplements. They adjoin to DPs (type \((s)e\)); they are non-restrictive, so they are never restricting; they have to project, and they do so in a way that is more systematic and, thus, more semantic than modifiers. I summarize the modifier vs. supplement distinction in Table 2.1. By the end of this dissertation several more spoken and gestural content types will be added to the example lists in the two columns.

The next two chapters are about gestural content. Co-nominal gestures, as in (2.56), are one of the types of gestural content that I’ll be discussing.

(2.56) \textit{Context: We are going on a group tour and want to rent a van. The speaker just learned}
Table 2.1: Modifiers vs. supplements: a preliminary summary.

<table>
<thead>
<tr>
<th>(Subsective) modifiers</th>
<th>Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compose with ( \beta ), yielding ( \alpha ) such that ( \alpha ) entails ( \beta )</td>
<td>Compose with ( \beta ), return a proposition of a special kind about ( \beta )</td>
</tr>
<tr>
<td>Can be restricting or non-restricting</td>
<td>Can never be restricting</td>
</tr>
<tr>
<td>Trigger projecting inferences when non-restricting; triggering is pragmatic</td>
<td>Almost always trigger projecting inferences; triggering is conventional</td>
</tr>
<tr>
<td>Examples (target content bolded):</td>
<td>Examples (target content bolded):</td>
</tr>
<tr>
<td>- adnominal adjectives</td>
<td>- adnominal appositives</td>
</tr>
<tr>
<td>(a <em>blond</em> stuntwoman)</td>
<td>(her dog, <em>(who is)</em> a large animal)</td>
</tr>
<tr>
<td>- restrictive relative clauses</td>
<td>- appositives with verbal anchors</td>
</tr>
<tr>
<td>(her dog <em>that's large</em>)</td>
<td><em>(Zoe shot at the target, which [= this event of shooting at the target] she did with a longbow; Zoe ran a marathon, which [= running a marathon] is not an easy thing to do)</em></td>
</tr>
<tr>
<td>- degree modifier adverbs</td>
<td>- sentence-level adverbs</td>
</tr>
<tr>
<td>(Mia got <em>surprisingly</em> drunk)</td>
<td><em>(Surprisingly, Mia got drunk)</em></td>
</tr>
<tr>
<td>- modifiers of verbal projections</td>
<td></td>
</tr>
<tr>
<td>(Zoe shot at the target <em>with a longbow</em>)</td>
<td></td>
</tr>
</tbody>
</table>

that Stephanie might bring along her only dog.

If Stephanie is bringing her dog_{LARGE}, we should get a bigger van.

Are such co-nominal gestures more like adjectives or more like appositives? Or are they their own thing? In Chapter 3, I report the results of an acceptability judgement experiment comparing co-nominal gestures to adnominal adjectives and appositives. Those results show that, when it comes to available and unavailable interpretations, gestures pattern differently from both adjectives and appositives. In Chapter 4, I show that the two analyses of co-speech gestures currently on the market, Ebert & Ebert 2014; Ebert 2017 and Schlenker 2018a, cannot account for these data on their own, and propose an alternative that can.
Adjectives, appositive, and gestures: experiment

Abstract

In this chapter I report the results of an acceptability judgement experiment looking at how co-nominal gestures can and cannot be interpreted, as compared to spoken adnominal adjectives and spoken adnominal appositive. I show that, as expected, when justified by the context, adjectives can have restricting and non-restricting interpretations equally easily, but when they are non-restricting, the content they contribute has to project. Appositive, in their turn, cannot be restricting, and the content they contribute always has to project (again, as expected). Co-nominal gestures are similar to both adjectives and appositive in that they can easily have non-restricting interpretations, and when they do, they have to project. Restricting interpretations are in principle available to co-nominal gestures, which sets them apart from appositive; however, such interpretations are degraded, as compared to non-restricting ones, which sets them apart from adjectives.

The data, R code, and videos pertaining to the experiment can be found at https://doi.org/10.17605/OSF.IO/5UJYX.
3.1 Background and goals of the study

As mentioned before in Chapter 1, much of the recent literature on formal semantics and pragmatics of co-speech gestures has been raising the question of how such gestures project (Ebert & Ebert 2014; Ebert 2017; Schlenker 2018a,b; Tieu et al. 2017, 2018; Esipova 2019a). Most of this literature makes an assumption that there is a single uniform answer to this question, i.e., there is a single uniform way in which co-speech gestures project—an assumption that the next chapter will ultimately challenge and reject—and doesn’t relate the question of projection of co-speech gestures to the question of their composition.

The existing experimental studies of co-speech gesture projection, thus, yield an incomplete empirical picture. For example, Tieu et al. (2017, 2018) report the results of inference-based tasks (truth-value judgements, picture selection tasks, inferential judgements) looking at co-speech gestures embedded under various semantic operators and comparing them to unambiguously “at-issue” (i.e., non-projecting) modifiers. Examples of both item types are given in (3.1).

(3.1) a. The boy will not use the stairs\textsuperscript{UP}.

b. The boy will not use the stairs in this direction\textsuperscript{UP}.

Target inference: If the boy were to use the stairs, he would go up the stairs.

Tieu et al. find that the endorsement rates for the target inference are systematically higher for examples like (3.1a) than for examples like (3.1b), which leads them to the conclusion that co-speech gestures make projecting contributions by default.

They, furthermore, conclude that the projection patterns of inferences contributed by co-speech gestures resemble those of lexical presuppositions more so than those of spoken appositives. I will not rehash the details of this conclusion here but will come back to it in subsection 4.2.1. I will note, however, that Tieu et al. don’t adduce comparable experimental data for either lexical presuppositions or spoken appositives; their conclusions are based on introspective data for these
types of content.

While Tieu et al.’s studies contribute important baseline results (in particular, that co-speech gestures contribute projecting inferences by default), they are limited in several respects. For one thing, they rely on inference-based tasks. One can, however, investigate projection patterns via acceptability tasks by fixing the interpretation of a given sentence and asking the participants how acceptable this sentence is. I believe the acceptability-based approach is methodologically superior to the inference-based approach. First, it yields explicit data on whether the test items are acceptable in the first place; it is unclear how participants behave in an inference-based task when the item is not acceptable or is marginally acceptable. Second, by giving every potential interpretation “its best shot”, the acceptability-based approach mitigates the concern that the participants don’t get a certain interpretation because it is hard for them to construct a context that would support it. Third, and most importantly for our purposes, it allows distinguishing among various interpretations when the target inference does not project.

Regarding this latter point, the endorsement rates of the target inferences in Tieu et al.’s data were not always very high in examples with co-speech gestures. That led Tieu et al. to the same conclusion as in Schlenker 2018a that co-speech gestures are weak presupposition triggers, which allow for local accommodation relatively easily under pressure. For example, they say, local accommodation might be preferred in some cases because the inferences contributed by the gestures might sometimes be too pragmatically odd to accommodate globally.

However, there are at least two conceivable local interpretations for co-speech gestures. One is that of a restricting modifier and the other is that of a locally interpreted non-restricting modifier or a locally interpreted supplement (I will label this second hypothetical interpretation as ‘Non-projecting non-restricting’), as illustrated in (3.2).

(3.2) If Stephanie’s bringing her dog\textsubscript{LARGE}, we should get a bigger van.

Projecting interpretation: $\rightarrow$ Stephanie’s only dog is large.

\footnote{Chapter 6 establishes that the same possibilities exist for co-verbal gestures, which are the ones that Tieu et al.’s focus on.}
Restricting interpretation: \(\approx\) ‘If Stephanie’s bringing her large dog, but not her small one...’

Non-projecting non-restricting interpretation: \(\approx\) ‘If (Stephanie’s only dog is large and she is bringing her large dog)...’

Zlogar & Davidson 2018 do use an acceptability task, but the questions they ask are very different from the questions asked in Tieu et al. 2017, 2018 or in this dissertation, so I will not review this work here.

In Esipova 2019a, I mitigated some of the issues with Tieu et al.’s studies listed above, as well as one more issue, which is that Tieu et al. ignore the role of focus (more specifically, that this is systematically focused in their controls like the one in (3.1b), which is likely what forces the truth-conditionally non-vacuous interpretation, however, there is no reason why the gesture should be focused in examples like (3.1a)). In particular, I looked at the relative acceptability of examples like in (3.3).

(3.3) John might order a **beer** SMALL...

a. ...or a **beer** LARGE.

b. ...or a **cocktail** SMALL.

In examples like (3.3a) the contributions of the gestures can’t possibly project because the gestures are the only locus of contrast between the two juxtaposed alternatives. In examples like (3.3b), however, the spoken expressions (but not the gestures) are contrastive, so the contribution of the gestures is allowed to project (it’s unclear, of course, if it actually does). I found that, overall, examples of the former type are less acceptable than examples of the latter type, however, speakers
vary in an internally consistent way in their rating patterns. These results provide evidence both
against the view that the contributions of co-speech gestures don’t project by default (more con-
vincingly so than Tieu et al.’s results, due to the focus-related considerations) and any view that
posits a fixed bias against non-projecting interpretations of co-speech gestures (due to the large
amount of inter-speaker variation).

That said, the study in Esipova 2019a still doesn’t eliminate all of the concerns above. First, it does not use the full power of the acceptability-based approach to investigating projec-
tion, as it does not provide contexts that would support the target interpretations. Second, and
most importantly, it still doesn’t allow us to get at the potential contrast between the two types of
local interpretations (restricting and non-projecting non-restricting), because it only looks at ges-
tures co-occurring with indefinites, and the target distinction is impossible to see for indefinites, as
mentioned previously in subsection 2.2.1 and illustrated once again in (3.4).

(3.4) ‘It might be that John will order a small beer, but not a large one.’ = ‘It might be that
(John will order a beer and that beer will be small, but not large).’

The main goal of the present study is, thus, to distinguish between these two possible local interpre-
tations while using the full power of the acceptability-based approach to investigating projection.
More specifically, this study aims to answer the following questions:

Q1: Can co-speech gestures have restricting interpretations?

Q2: When a co-speech gesture is not restricting, can it be interpreted locally under semantic oper-
ators?

Answering these questions will allow us to see how co-speech gestures fit, if at all, into the
modifier vs. supplement distinction summarized in Table 2.1 at the end of the previous chapter.
To have clear baselines for comparison, I also collect the relevant data for spoken adjectives and
appositives.
3.2 Methods

Participants were recruited on Amazon Mechanical Turk and paid $1 each for completing the task. Those who failed the attention check or reported being non-native speakers of English were excluded. The final number of participants was 122 (33 female, 89 male).

Participants were asked to read context paragraphs, watch videos of sentences uttered in those contexts, and assess these sentences by dragging a slider to the desired position on a pseudo-continuous scale from ‘Totally unnatural’ to ‘Totally natural’ (mapped to 0–100). See Appendix C for the instructions given to the participants. The layout of a typical trial is shown in Figure 3.1 (not to scale).

Figure 3.1: Layout of a typical trial.

The items differed along two fully-crossed factors: Content Type (Adjective, Appositive,
Gesture) and Interpretation (Projecting non-restricting, Restricting, Non-projecting non-restricting), resulting in 9 conditions. The target interpretation was enforced within each video by setting up the QUD and explicitly contrasting two alternatives; the written contexts were meant to maximally support this interpretation. Four complete test paradigms (for four different scenario types) were constructed; see Appendix D for the list of all the test items used in the experiment. The design is summarized in Table 3.1.

### Table 3.1: Design of the experiment.

<table>
<thead>
<tr>
<th>Content Type</th>
<th>Interpretation</th>
<th>Projecting non-restricting</th>
<th>Restricting</th>
<th>Non-projecting non-restricting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjective</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Appositive</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Gesture</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

A complete sample paradigm is given in (3.5). All the written contexts (in italics) in this paradigm started in the same way, setting up the van-renting scenario. They then continued in three different ways, setting up the subscenario supporting one of the three target interpretations. Three videos were then recorded for each of the three written contexts, with adjectives, appositives, and gestures, respectively, as the expressions of interest.

(3.5) **Context:** We are going on a group tour. Anna and Maria are responsible for renting a van. Maria just told Anna that...

a. **Projecting non-restricting:** ...Stephanie, who has two pets, a small cat and a large dog, is planning to bring along one of her pets. Anna, who has seen both Stephanie’s pets before, says:

Do you know which one of Stephanie’s pets is coming with us? ’Cause if she’s bringing...

29The alternatives were made explicit after a pilot study revealed that some participants might be “rescuing” some of the items with appositives by interpreting the latter as describing a kind, not an instance thereof. For example, applying this strategy to If Stephanie’s bringing her dog, a large animal, we should get a bigger van yields an inference that dogs are in general large.
b. Restricting: ...Stephanie, who has two dogs, a small Pug and a large Great Dane, is planning to bring along one of her dogs. Anna, who has seen both Stephanie’s dogs before, says:

Do you know which one of Stephanie’s dogs is coming with us? ’Cause if she’s bringing...

(i) her small dog
(ii) her dog, a small animal
(iii) her dog_{SMALL}

..., we’ll be fine, but if she’s bringing...

(i) her large dog
(ii) her dog, a large animal
(iii) her dog_{LARGE}

..., we should get a bigger van.

c. Non-projecting non-restricting interpretation: ...Stephanie is planning to bring along her dog. Anna knows that Stephanie only has one dog, but has never seen it. She says:

Do you know how big Stephanie’s dog is? ’Cause if she’s bringing...

(i) her small dog
(ii) her dog, a **small** animal

(iii) \( \text{her dog}_{\text{small}} \)

..., we’ll be fine, but if she’s bringing...

(i) **her large** dog

(ii) her dog, a **large** animal

(iii) \( \text{her dog}_{\text{large}} \)

..., we should get a bigger van.

(3.5a) corresponds to the ‘Projecting non-restricting’ column of Table 3.1. Here the expressions of interest are not restricting the expressions they combine with, as the extensions of those are singleton sets (Stephanie only has one cat and one dog), hence the ‘non-restricting’ part in the interpretation label. Furthermore, the QUD is about which of her two pets Stephanie is bringing, not their size, so the contributions of the expressions of interest are allowed to project, hence the ‘projecting’ part of the interpretation label.

(3.5b) corresponds to the ‘Restricting’ column of Table 3.1. Here the expressions of interest are restricting the expressions they combine with, as Stephanie has two dogs and these expressions are meant to pick out one of them based on size.

(3.5c) corresponds to the ‘Non-projecting non-restricting’ column of Table 3.1. Here the expressions of interest are not restricting the expressions they combine with, as their extensions are singleton sets (Stephanie only has one dog), hence the ‘non-restricting’ part of the interpretation label. Furthermore, the QUD is about the size of Stephanie’s dog, and it’s clear from the question Anna asks that she doesn’t know what size it is, so the contributions of the expressions of interest have to be interpreted locally under if, hence the ‘non-projecting’ part.

The design was within subjects. Each participant saw one randomly selected item per cell (thus, 9 test items) and 2 additional items (thus, 11 items in total), presented in random order. One of the additional items was an attention check where the participant was instructed to drag the slider all the way to the left or to the right. The other additional item had a mismatch between the
written context and the video sentence; it was always a context corresponding to the non-projecting non-restricting interpretation and a sentence with restricting adjectives (randomly selected from the four scenario types). This item was added to assess whether participants were paying attention to the written contexts and as an informal baseline for degradedness.

3.3 Results

A spreadsheet with the raw data (including from the excluded participants) can be found at https://osf.io/s43n8/. A spreadsheet with the cleaned up data can be found at https://osf.io/qymr2/. All statistical tests and plots were done using R (2019); the code for the regression models and charts can be found at https://osf.io/v39q2/. The data were subsetted based on Content Type, and a mixed effects linear regression model was run for each type of content with Interpretation as a fixed effect, and Participant and Scenario Type as random effects. Once the significant effect of Interpretation was established, pairwise comparisons between different interpretations were performed via similar models.

The results are visualized in Figure 3.2, and the statistics are summarized in Table 3.2. The mean % acceptability for mismatch items was 39, which is not significantly different from that of non-projecting non-restricting items with adjectives (Beta = -.041, t = -.858, p = .393), but no meaningful comparisons can be made with the other content types.

As expected, projecting non-restricting and restricting interpretations of adjectives are both equally and highly acceptable. Non-projecting non-restricting interpretations of adjectives are much less acceptable—again, as expected, since, as we have observed before, based on introspective data, non-restricting modifier inferences have to project.

Only projecting non-restricting interpretations are highly acceptable for appositives. Both restricting and non-projecting and non-restricting interpretations are much less acceptable, and there is no significant difference between the two. This is again expected, as appositives don’t compose in a way that would allow them to have restricting interpretations, and they have to project.
Projecting non-restricting interpretations of co-nominal gestures are highly acceptable, just like for adjectives or appositives. Non-projecting non-restricting interpretations of co-nominal gestures are much less acceptable, again, just like for adjectives and appositives. Crucially, however, restricting interpretations of co-nominal gestures are marginal; they are significantly more acceptable than non-projecting non-restricting ones (in contrast to appositives) but significantly less acceptable than projecting non-restricting ones (in contrast to adjectives).

Going back to the two questions posed in section 3.1, we can now provide the following answers:

Q1: Can co-speech gestures have restricting interpretations?

A1: Yes, marginally.

Q2: When a co-speech gesture is not restricting, can it be interpreted locally under semantic operators?

A1: No.
Table 3.2: Statistics for acceptability of different interpretations for each content type.

<table>
<thead>
<tr>
<th>Content</th>
<th>Mean % acceptability</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PNR</td>
<td>R</td>
</tr>
<tr>
<td>Adjectives</td>
<td>86.0</td>
<td>85.9</td>
</tr>
<tr>
<td></td>
<td>Beta = .001</td>
<td>Beta = .565</td>
</tr>
<tr>
<td></td>
<td>t = .03</td>
<td>t = 10.71</td>
</tr>
<tr>
<td></td>
<td>p = .976</td>
<td>p &lt; 2e−16</td>
</tr>
<tr>
<td>Appositives</td>
<td>78.9</td>
<td>47.4</td>
</tr>
<tr>
<td></td>
<td>Beta = .49</td>
<td>Beta = .398</td>
</tr>
<tr>
<td></td>
<td>t = 10.35</td>
<td>t = 8.057</td>
</tr>
<tr>
<td></td>
<td>p &lt; 2e−16</td>
<td>p = 6.28e−13</td>
</tr>
<tr>
<td>Gestures</td>
<td>84.6</td>
<td>68.4</td>
</tr>
<tr>
<td></td>
<td>Beta = .301</td>
<td>Beta = .513</td>
</tr>
<tr>
<td></td>
<td>t = 6.298</td>
<td>t = 10.95</td>
</tr>
<tr>
<td></td>
<td>p = 5.43e−09</td>
<td>p &lt; 2e−16</td>
</tr>
</tbody>
</table>

3.4 Discussion

3.4.1 Desiderata for a theory of co-speech gestures

A comprehensive analysis of co-nominal gestures should, thus, satisfy the following conditions:

1. It should allow for restricting interpretations of co-speech gestures.

2. It should explain why restricting interpretations of co-speech gestures are still degraded as compared to non-restricting ones.

3. It should have a potential to capture the gradient and variable nature of the judgements on restricting interpretations of co-speech gestures. The design of the experiment discussed in this chapter doesn’t allow us to assess inter-speaker variability in a meaningful way, but in Esipova 2019a I show that speakers vary in an internally consistent way in how acceptable they find non-projecting interpretations of co-nominal gestures.

4. It should not allow for non-projecting non-restricting interpretations of co-speech gestures.

In the next chapter I show that the theories of co-speech gestures currently on the market
(Ebert & Ebert 2014; Ebert 2017 and Schlenker 2018a) can’t fulfill all these desiderata on their own. I then propose a view of gestures that can and is furthermore conceptually appealing.

3.4.2 Projecting non-restricting interpretations and Minimize Restrictors!

When presenting the results for adjectives, I said that the fact that projecting non-restricting and restricting interpretations of adjectives were equally and highly acceptable was expected. In principle, we might have expected non-restricting adjectives to be somewhat degraded, due to the Minimize Restrictors! principle (mentioned before in subsection 2.1.2.1), however, their presence was clearly justified in each case (e.g., in (3.5a) the size of the pets matters for van selection purposes).

This observation might shed the light on the experimental results in Zlogar & Davidson 2018, where sentences with co-speech gestures were degraded across the board. It is reasonable to assume that something like Minimize Restrictors! applies not only to modifiers (non-restricting modifiers need to satisfy the discourse relevance condition), but also to supplements (they, too, need to be linked to the matrix speech act via some sort of discourse relation). If, as we see in Figure 3.2, restricting co-speech gestures are degraded and the presence of truth-conditionally vacuous gestures (be they non-restricting modifiers or supplements) needs to be justified, it stands to reason that without such a justification co-speech gestures might be perceived as not entirely natural.

Crucially, in my results, examples with gestures were not degraded across the board; projecting non-restricting gestures were almost as acceptable as projecting non-restricting adjectives (84.6 vs. 86, respectively) and more acceptable than projecting non-restricting appositives (84.6 vs. 78.9, respectively). While there might be some methodological reasons for the contrast between my results and the ones in Zlogar & Davidson 2018, the need to justify truth-conditionally vacuous material might have played a role, as well.

30In particular, I took measures to mitigate the potential prescriptive bias against examples with gestures. My instructions contained examples with gestures, thus, “normalizing” them. Also, the speaker in my video stimuli was in a less formal setting than the speaker in Zlogar and Davidson’s stimuli and was pretending to be talking to someone off screen rather than looking straight at the camera (in this respect my earlier study in Esipova 2019a patterns with Zlogar & Davidson 2018). See also Duncan 2019 for a relevant methodological discussion.
3.4.3 Note on “high” acceptability of unacceptable interpretations

Something that might seem suspicious in Figure 3.2 is that the ratings of the interpretations I deemed unacceptable are still pretty high in absolute terms, and also, plenty of individual judgments in these columns are high. I have several thoughts on the matter.

First, let me emphasize that the individual responses in Figure 3.2 are just that; they are not mean ratings for a given condition for a given participant, since each participant only saw one item per condition. Because of this property of the design, it is impossible to talk about individual variation (grammatical or behavioral) in a meaningful way (cf. the design and analysis of variation in Esipova 2019a).

Second, it is worth pointing out that all sentences in all items were syntactically well-formed; the expected degradedness was always semantic and/or pragmatic. Furthermore, the items were complex and involved (unlike the examples in the instructions, for instance). If a given participant was only assessing syntactic well-formedness or simply wasn’t paying attention to all the aspects of the items, they could very well judge all or most of the items fairly high. The fact that the context mismatch item was judged fairly high (mean rating of 39) suggests that indeed some people were not paying attention to all the aspects of the items.31

There can also be “rescuing” strategies for some of the items that I deemed unacceptable. One such obvious strategy would be treating some of the purportedly unacceptable local interpretations as instances of metalinguistic focus, which I discuss separately in subsection 7.2.1. Note, however, that this cannot explain the contrast between the restricting and the non-projecting non-restricting interpretations of gestures, as if this strategy is available, it should be equally available in both cases.

Another potential “rescuing” strategy could have been used specifically for non-projecting non-restricting items with adjectives and gestures. If a participant ignored the written context (in which it was specified that Stephanie only has one dog), the question Do you know how

31Let me point out, however, that the written context wasn’t crucial for enforcing the target interpretation; the interpretation was enforced by setting up the QUD and contrasting two alternatives explicitly within the video sentences.
big Stephanie’s dog is? could have been interpreted similarly to Do you know how big the dog Stephanie’s going to bring is?, which is compatible with Stephanie having two dogs and the adjectives/gestures in the conditionals having restricting interpretations.

Finally, note that judgements for items with appositives and gestures are more scattered overall. This might be because the participants have less experience with these two types of content and are less certain in their judgements.
Chapter 4

Gestures

Abstract

In this chapter I discuss how projection of gestures should be analyzed based on the data from the previous chapter and on further empirical observations. The main overarching point of this chapter is that in order to understand how gestural expressions project, we first need to understand how they integrate into utterances at various levels of representation; simply looking at how a given expression is linearized or whether it is syntactically optional is insufficient.

First, I focus on CO-SPEECH GESTURES, i.e., content-bearing gestures that co-occur and associate with spoken expressions. I show that a theory that treats co-speech gestures as supplements across the board undergenerates by failing to derive restricting interpretations of co-nominal gestures. The theory that treats co-speech gestures as triggering cosuppositions across the board, on the other hand, overgenerates unattested interpretations. I propose an alternative whereby how (compositionally integrated) gestures project is determined by how they compose. In particular, co-nominal gestures can compose as modifiers or as supplements. When they compose as supplements, they project as supplements. When they compose as modifiers, they only project if they are non-restricting, and they do so like other non-restricting modifier inferences. However, there is a further pragmatic preference for co-speech gestures to be truth-conditionally vacuous, which in the case of modifier gestures results in a (gradient and potentially variable) preference for non-restricting interpretations.
I subsequently discuss PRO-SPEECH GESTURES, i.e., content-bearing gestures with their own time slot that are compositionally integrated into otherwise spoken utterances. I show that articulatory and prosodic grouping considerations constrain the linearization possibilities for such gestures, which, in turn, constrains the syntactic construals available to them and, as a result, their interpretation and possible projection patterns. I furthermore adduce some data from French and Russian showing that prosodically independent gestures integrating into otherwise spoken utterances abide by the same language-specific rules for linearization, prosodic grouping, and displacement as spoken content. I conclude that, once again, the projection behavior of gestures with their own time slot is not determined by their linearization, and, in particular, the distinction between “pro-speech” and “post-speech” gestures introduced in Schlenker 2018a is not a linguistically meaningful one.

Next, I show that, based on some preliminary data on co-speech and co-gesture facial expressions encoding surprisal, projection of facial expressions, too, is determined by how they compose, not by how they are linearized.

Finally, I discuss the role of convention in how various pieces of content project and conclude that a typology of projective content that relies on level of conventionalization is neither practical nor necessary.

I conclude with some methodological remarks that could be useful for future research on secondary modality content.

### 4.1 Supplemental analysis of co-speech gestures

In what, to my knowledge, is the first attempt to account for the projection behavior of co-speech gestures, Ebert & Ebert (2014) claim that such gestures are supplements, akin to appositives. They propose to analyze such gestures within the dynamic system from Koev 2013 and AnderBois et al. 2013, although, once again, for our purposes the specific analysis doesn’t matter.

More recently, Ebert (2017) proposed a more refined analysis. She claims that co-speech
gestures are usually supplements, but there also exist NP-level co-speech gestures with “exemplification” semantics. Under this view, her dog$^{\text{LARGE}}$, for example, typically has the same semantics as her dog, who is large, in which case the gesture adjoins to the DP her dog. But—if my understanding of her claims is correct—the gesture LARGE can also sometimes be interpreted as adjoining to the NP dog and exemplifying a typical entity in its denotation.

If co-speech gestures are supplements, it is unsurprising that they allow for projecting, but not for non-projecting non-restricting interpretations; the explanation would be the same as for appositives. Yet, neither the supplement nor the exemplification strategy can yield restricting interpretations of co-speech gestures, which we have seen to be marginally available. Thus, while it is possible that co-speech gestures are sometimes supplements (and maybe sometimes exemplifiers), this doesn’t give us the full range of available interpretations. In other words, the supplemental analysis of co-speech gestures undergenerates.

4.2 Cosuppositional analysis of co-speech gestures

4.2.1 The gist of the cosuppositional analysis

Schlenker (2018a) argues against the supplemental analysis and proposes instead that co-speech gestures trigger cosuppositions across the board.

One of Schlenker’s original arguments against the supplemental analysis is that co-speech gestures don’t seem to be subject to the same anaphoric constraints as adnominal appositives. More specifically, as shown in (4.1), while adnominal appositives need a discourse referent to serve as an anchor for them, similarly to ordinary pronouns requiring discourse referents as antecedents for cross-sentential anaphora, co-speech gestures don’t seem to require that.\textsuperscript{32} I’d like to note that in my experience the judgements on anchorless co-speech gestures are gradient and variable, and most people do find them somewhat degraded (which is what I report in (4.1)), but there is still a contrast between co-speech gestures and appositives to be explained. I will come back to the

\textsuperscript{32}A dog in (4.1) is meant to be a low scope indefinite.
potential reasons why (4.1a) and (4.1b) are somewhat degraded for many people in the next section.

(4.1)  
   a. %?Stephanie didn’t bring a \text{dog}_{\text{LARGE}}.
   b. %?Stephanie brought no \text{dog}_{\text{LARGE}}.
   c. *Stephanie didn’t bring a dog, \{who was large, a large animal\}.
   d. *Stephanie brought no dog, \{who was large, a large animal\}.
   e. Stephanie didn’t bring a dog. *It was large.
   f. Stephanie brought no dog. *It was large.

Tieu et al. (2017) provide further experimental evidence that co-speech gestures don’t always project like appositives either. In particular, they look at examples like (4.2a) (among other things).

(4.2)  
   a. None of these ten guys \text{helped\_LIFT} his son.
   b. None of these ten guys helped his son, which \{= helping one’s son\} involved doing \text{this\_LIFT}.
   c. *None of these ten guys helped his son, which \{= the event of helping x’s son\} happened like \text{this\_LIFT}.

The claim they put forward isn’t that such examples should be ungrammatical under the supplement construal of the gesture, since spoken appositives in the verbal domain can have event predicates as anchors, as shown in (4.2b) (cf. (4.2c), where the anchor is meant to be an event, but since there is no available event discourse referent, the sentence is unacceptable).\textsuperscript{33} Instead, they propose that, under the supplement construal of the gesture, sentences like (4.2a) should give rise to universal inferences (for all of these ten guys, if he was to help his son, that would have involved lifting) rather than existential ones (for some of these ten guys, if he was to help his son, that would have involved lifting), because, they claim, that’s what sentences like (4.2b) do. They

\textsuperscript{33}There is further discussion in Tieu et al. 2017 involving indicative vs. subjunctive appositives; however, since it’s unclear to me what it would mean for a gesture to bear subjunctive mood, I will not rehash it here.
find, however, some evidence in favor of the existential projection pattern for sentences like (4.2a), which is what is expected under some analyses of presupposition projection (e.g., Beaver 2001).

Now, as mentioned before in section 3.1, Tieu et al. (2017) don’t provide comparable data either for spoken supplements or lexical presuppositions. Furthermore, the choice of the appositive for comparison in (4.2b) is not motivated in any obvious way. The fact that the appositive in (4.2b) bears the same tense as the matrix clause, to my mind, favors a reading in which the appositive describes homogeneous rules for all the ten guys within a specific situation. However, appositives with event predicate anchors can bear any tense or quantificational force, and it’s unclear to me why gestures like LIFT, which contain no overt tense morphemes nor quantificational adverbs, should be compared to appositives like in (4.2b) rather than, say, generic appositives like in (4.3a), which, as far as I can tell, don’t necessarily give rise to universal inferences regarding the ten guys in question (as some of them can be an exception to the generic rule), or even appositives with existential force like in (4.3b) or (4.3c).  

(4.3) a. None of these ten guys helped his son, which [= helping one’s son] ([usually, typically]) involves doing this\textsubscript{LIFT}.

b. None of these ten guys helped his son, which [= helping one’s son] sometimes involves doing this\textsubscript{LIFT}.

c. None of these ten guys helped his son, which [= helping one’s son] could(, for example,) involve doing this\textsubscript{LIFT}.\footnote{See section 6.2 for further discussion of event predicate anchor construals for appositives in the verbal domain.}

That aside, however, even if we assume a robust contrast in this respect (supplement construals always give rise to universal inferences; presupposition construals can give rise to existential inferences), the results in Tieu et al. 2017 cannot be used as an argument that gestures in examples like (4.2a) are never construed of as supplements, only that they aren’t always construed of as such, since just because participants allow the construal that gives rise to an existential (weaker) inferences, the results in Tieu et al. 2017 cannot be used as an argument that gestures in examples like (4.2a) are never construed of as supplements, only that they aren’t always construed of as such, since just because participants allow the construal that gives rise to an existential (weaker)
inference, we cannot conclude that they don’t also allow the construal that gives rise to a universal (stronger) inference.

The same can be said about Schlenker’s observations about anahoric constraints illustrated in (4.1). In this respect, Schlenker and Tieu et al.’s data point in the same direction as my experimental data from the previous chapter: even if co-speech gestures are sometimes interpreted as supplements, the supplement strategy doesn’t yield the entire range of possible interpretations for co-speech gestures.

However, as I will show next, co-speech gestures can’t possibly generate cosuppositions across the board either. While applying cosuppositions to NP-adjoining gestures yields good results (the same results we would get if we treated NP-level gestures as preferably non-restricting modifiers), trying to apply them to DP-level gestures generates unattested interpretations.

The formulation of cosuppositions in Schlenker 2018a is slightly different from the one in Schlenker 2018c as cited in (2.39), but it is similar. As formulated in Schlenker 2018a, a gestural cosupposition of the configuration $[[S^G]]$ has the form $c' \Rightarrow \forall (S \Rightarrow G)$, where $S$ is the spoken expression the gesture co-occurs and associates with, $G$ is the gesture, and $c'$ is the local (non-propositional) context. Schlenker also makes a standard assumption that presuppositions can in principle be locally accommodated under some (possibly minor) pressure, depending on the strength of the trigger. He maintains that gestural cosuppositions are relatively weak and can thus be locally accommodated fairly easily. He further specifies that when a gestural cosupposition is locally accommodated, the $S \Rightarrow G$ expression is conjoined to $S$: $S \& (S \Rightarrow G)$, which is equivalent to $S \& G$, where $\&$ is generalized conjunction. Local accommodation of presuppositions is typically taken to incur some cost,\(^{36}\) whose amount can vary across triggers (the weak–strong scale) and—potentially—across speakers.

Now, the result of local accommodation of a gestural cosupposition is equivalent to treating the gesture as simply conjoining with the spoken expression. Schlenker’s views on gestures

\(^{36}\)The psycholinguistic nature of this cost isn’t usually discussed in the relevant literature; I am using this term simply to refer to whatever results in lower acceptability. However, see Chemla & Bott 2013 for experimental data on response times as a measure of processing cost incurred by local accommodation.
(Philippe Schlenker, p.c.) is broadly compatible with a variation on the story above whereby co-speech gestures start out as composing with the spoken expressions they associate with conjunctively and by default trigger cosuppositions. However, if for some reason the cosupposition is blocked or dispreferred (for example, the context is incompatible with the cosupposition, or the cosupposition is not supported by the context, but is hard to accommodate globally), cosuppositions aren’t triggered. In other words, as things stand, local accommodation and non-triggering yield the same results in Schlenker’s system, which is conjunctive composition of the spoken expression and the gesture. Which version of Schlenker’s analysis one assumes will not matter for the problem I will raise in subsection 4.2.3, but the second version is closer in spirit to the view of cosuppositions as non-restricting modifier inferences advocated for in subsection 2.1.2.4.37

As mentioned before in subsection 2.1.2.4, for Schlenker’s cosuppositions to apply, it is crucial that $S$, $G$, and $c'$ are all of the same semantic type, otherwise it is not possible to apply generalized entailment, generalized material implication, or generalized conjunction. Thus, the type of the gesture itself and the expression to which the gesture adjoins matters. In particular, for co-nominal gestures like in *her dog*$_{\text{LARGE}}$ it will matter whether the gesture adjoins to the NP (dog), of type $\langle e, (s)t \rangle$, or the DP (her dog), of type $(s)e$ or $(\langle e, (s)t \rangle, (s)t)$.

Note that the exact temporal alignment of a gesture is unlikely to be a reliable indicator of its adjunction level, especially for co-nominal gestures.38 For example, the preparatory phase of a co-speech gesture often starts way before the spoken expression it “associates with”.39 In many cases it is also hard to tell what the type of the gesture itself is, given how morphosyntactically poor gestures typically are. In particular, for size gestures like LARGE it is entirely plausible that they

---

37The two are still very different, as Schlenker’s view doesn’t associate cosuppositions with the modifier composition strategy, but with simple conjunction, compositional or not, which is both too constrained, as we have seen in subsection 2.1.2.4, and not constrained enough, as we will see in subsection 4.2.3.

38Of course, one can try to check things for gestures co-occurring with different parts of DPs with very long determiners, but I believe such investigations would need to be done experimentally, and I don’t have any prior expectations about how sensitive non-signers are to precise gesture alignment. More importantly, the question of whether the exact temporal alignment of a gesture can predict its adjunction level is orthogonal to the issue I am raising for the cospositional analysis—or any analysis that implicitly or explicitly assumes that co-speech gestures compose in the same way across the board.

39This can be seen even in the video stimuli for the experiment in Chapter 3 and the one in Esipova 2019a; in both cases the gesture models were instructed to produce the gestures in the way that seemed natural to them.
are construed of as representing properties (akin to the adjective *large*) or as representing objects (akin to the nominal *a large object*). Thus, I will assume that whenever a gesture roughly aligns with and associates with a nominal, the gesture might be in principle adjoining either to the entire DP or to an NP within it.

With this in mind, let’s see what results the cosupposition mechanism above yields for co-nominal gestures adjoining to NPs and DPs, respectively.

### 4.2.2 NP-level gestures under the cosuppositional analysis

Schlenker’s cosuppositional analysis yields good predictions for property-denoting co-speech gestures adjoining to NPs; these results are essentially equivalent to treating gestures as preferably non-restricting modifiers. For example, if in *Stephanie brings her dog*\textsubscript{\large}, the gesture *\large* adjoins to the NP *dog*, we get the results in (4.4) (as before, C is the global context set), modulo some assumptions.

(4.4) Stephanie brings her [[NP dog]\large].

a. spoken expression $S$:

\[
[dog] = \lambda x \lambda w. \text{dog}(x, w)
\]

b. gesture $G$:

\[
[LARGE_{NP}] = \lambda x \lambda w. \text{large}(x, w)
\]

c. local context $c'$:

\[
\lambda x \lambda w. C(w) \land \text{bring}(s, x, w) \land \text{poss}(s, x, w)
\]

d. cosupposition $c' \Rightarrow \forall (S \Rightarrow G)$:

\[
\forall x \forall w[(C(w) \land \text{bring}(s, x, w) \land \text{poss}(s, x, w)) \rightarrow (\text{dog}(x, w) \rightarrow \text{large}(x, w))]
\]

\[
\approx \text{‘For all individuals } x, \text{ for all worlds } w \text{ in } C: \text{ if Stephanie brings } x \text{ in } w \text{ and } x \text{ belongs to her in } w, \text{ then if } x \text{ is a dog in } w, x \text{ is large in } w.'
\]

e. local accommodation or non-triggering $S \& G$:

\[
\lambda x \lambda w. \text{dog}(x, w) \land \text{large}(x, w)
\]
The assumptions about the denotations of *dog* and an NP-level *LARGE* are standard: I assume both denote \(\langle e, st \rangle\)-type properties (so does Schlenker).\(^{40}\) A somewhat more liberal assumption is made about the local non-propositional context \(c'\) of *dog*\(^{LARGE}\), which also has to be of type \(\langle e, st \rangle\). Under the assumption (made in Schlenker 2009, 2010) that when computing a local context we can take into account at least all the content linearly preceding the trigger, we can assume that the local context \(c'\) of *dog*\(^{LARGE}\) in the target example is *Stephanie brings her* and denotes the property of being an \(x\) such that Stephanie brings \(x\) and \(x\) belongs to her in a world of \(C\). This is not a crucial assumption, as we could also restrict the domain to Stephanie’s dogs from the get-go (see the discussion in footnote 13), but I will make it to make things more transparent.

With these assumptions in place, we get desirable results for the target sentence. If the cosupposition projects, we end up with a projecting inference that if Stephanie brings a dog of hers, that dog is large. Since size is typically an individual-level predicate, it is natural to conclude from that that all Stephanie’s dogs are large, which gives us the ‘Projecting non-restricting’ interpretation from Chapter 3. If we locally accommodate the cosupposition, or if we don’t trigger it in the first place, the predicate denoted by the gesture composes as an ordinary restrictive modifier without any additional inferences, which allows for the ‘Restricting’ interpretation from Chapter 3, as desired.

The ‘Restricting’ interpretation can be degraded for some speakers because of the cost of local accommodation of cosuppositions. It is less obvious if non-triggering should incur any cost, but there can be a general bias against truth-conditionally non-vacuous co-speech gestures (which is the explanation I will ultimately maintain for why restricting interpretations of co-speech gestures are degraded). In other words, if co-nominal gestures are allowed to adjoin to NPs, Schlenker’s analysis can account for the first two bars for gestures in Figure 3.2, and at this point we are not generating any unattested interpretations.

\(^{40}\)Of course, the predicate description in the gesture’s denotation is simplified; size gestures indicate size iconically, so a more accurate description would be along the lines of ‘roughly of this size’ (this is not to say that the mapping is always accurate), but for my purposes this simplified denotation will suffice. Furthermore, I will not touch upon the issue of how we arrive at the lexical semantics of a given gesture, and in particular, of how we go from an iconic demonstration (roughly in the sense of Davidson 2015) to an object that is compositionally integratable with the rest of the utterance. I believe this to be an important question, but this dissertation is concerned with what happens after such a compositionally integratable object has been obtained.
4.2.3 DP-level gestures under the cosuppositional analysis

Things change if we allow co-nominal gestures to adjoin to DPs and allow the cosupposition mechanism to apply to them. Let us look at *Stephanie brings her dog* \_LARGE\_ again, but with \_LARGE\_ adjoining to the DP *her dog*. Schlenker doesn’t discuss this possibility, so we will have to make our own assumptions.

First, we need to figure out what DP-level gestures denote. Once again, for the cosupposition mechanism to apply, they should be of the same type as the DPs they adjoin to. It is unclear what it would mean for generalized material implication to hold between two individuals, so let us assume that both are generalized quantifiers of type \langle\langle e, st \rangle, t \rangle. But what exactly would an \langle\langle e, st \rangle, t \rangle-type gesture denote? As a first pass, let us try treating such gestures as existential quantifiers. So, a DP-level \_LARGE\_ would mean roughly ‘a large object’, which intuitively is a plausible construal.

Next, we need to figure out what the local context of *her dog* \_LARGE\_ is; it needs to be of type \langle\langle e, st \rangle, t \rangle, as well. Based on the linearly preceding material, it is not unreasonable to stipulate a local context along the lines of ‘something that Stephanie brings in a world of C’. Again, how justified this stipulation is is a separate issue that I am not planning to discuss here. Also, in this specific case, this assumption isn’t crucial at all—\(c’\) can be as simple as \(\lambda P \lambda w. C(w) \wedge \exists x [D_e(x) \wedge P(x, w)]\) (i.e., ‘something in a world of C’). I will, however, make the preceding material part of \(c’\) for consistency.

The derivation for the target example is given in (4.5).

\[\text{(4.5)}\]
Stephanie brings \([[\text{DP} \ her \ dog]\_LARGE\_]]]. (Attempt 1.)

\(a.\) spoken expression \(S:\)

\[
[\text{her dog}] = \lambda P \lambda w. P(\iota x. \text{dog}(x, w) \wedge \text{poss}(s, x, w))
\]

\(b.\) gesture \(G:\)

\[
[LARGE_{DP}] = \lambda P \lambda w. \exists x [\text{large}(x, w) \wedge P(x, w)]
\]

\(c.\) local context \(c’:\)

80
\[ \lambda P \lambda w. C(w) \land \exists x [\text{bring}(s, x, w) \land P(x, w)] \]

d. cosupposition \( c' \Rightarrow (S \Rightarrow G) \):

\[ \forall P \forall w [(C(w) \land \exists x [\text{bring}(s, x, w) \land P(x, w))] \rightarrow \]

\[ (P(\text{dog}(x, w) \land \text{poss}(s, x, w)), w) \rightarrow \exists x [P(x, w) \land \text{large}(x, w)])] \]

\[ \approx \text{‘For all properties } P, \text{ for all worlds } w \text{ in } C: \text{ if Stephanie brings an object that has } P \text{ in } w, \text{ then if Stephanie’s dog has } P \text{ in } w, \text{ there is a large object that has } P \text{ in } w.’ \]

e. local accommodation or non-triggering \( S \& G \):

\[ \lambda P \lambda w. P(\text{dog}(x, w) \land \text{poss}(s, x, w)), w) \land \exists x [P(x, w) \land \text{large}(x, w)] \]

We proceed with the derivation as usual and get:

\[ \lambda w. \text{bring}(s, \text{dog}(x, w) \land \text{poss}(s, x, w)), w) \land \exists x [\text{large}(x, w) \land \text{bring}(s, x, w)] \]

\[ \approx \text{‘Stephanie brings her dog and a large object.’} \]

Are these results good? If the purported cosupposition projects, we get a convoluted inference, which, at the end of the day, assures that all Stephanie’s dogs are large. That’s so, because one of the properties the resulting formula can be checked against is the property of being any specific dog. Let’s say, Stephanie has one dog, named Fang. The result above assures that if Stephanie brings an object that has the property of being Fang, then if Stephanie’s dog has the property of being Fang, there is a large object that has the property of being Fang. Or, much simpler, if Stephanie brings Fang, Fang is large. Once again, given that size is an individual-level predicate, we can conclude that Fang is large tout court.

However, the predicted local accommodation/non-triggering interpretation is not attested. And of course, if gestural cosuppositions can in principle be locally accommodated, they should be able to be locally accommodated regardless of whether the gesture adjoins to an NP or a DP. Similarly, if we need to start out with conjunctive semantics for co-speech gestures in order for cosuppositions to apply to them, and we want cosuppositions to apply to DP-level gestures, we would start out with conjunctive semantics for them as well.

Moreover, given the assumptions above, nothing prevents gestures from adjoining to quan-
tifiers like *no dog*, with some devastating results, as shown in (4.6) (I skip the intermediate steps).

(4.6) Stephanie brings \([_{\text{DP no dog}}\text{LARGE}].\)

a. cosupposition \(c' \Rightarrow \gamma (S \Rightarrow G)\):

\[\forall P \forall w[(C(w) \land \exists x[\text{bring}(s, x, w) \land P(x, w)]) \Rightarrow \neg \exists x[\text{dog}(x, w) \land P(x, w)] \land \exists x[P(x, w) \land \text{large}(x, w)]]\]

\(\approx \) ‘For all properties \(P\), for all worlds \(w\) in \(C\): if Stephanie brings an object that has \(P\) in \(w\), then if there is no dog that has \(P\) in \(w\), there is a large object that has \(P\) in \(w\).’

b. local accommodation or non-triggering \(S \& G\) (final result):

\[\lambda w.\neg \exists x[\text{dog}(x, w) \land \text{bring}(s, x, w)] \land \exists x[\text{bring}(s, x, w) \land \text{large}(x, w)]\]

\(\approx \) ‘Stephanie brings no dog, and she brings a large object.’

The issue can be replicated with some other quantifiers. At this point one could say that the assumption that DP-level gestures denote existential quantifiers is incorrect. After all, under this assumption, there is no link between the spoken expression and the gesture. To introduce such a link and to avoid the issue with quantifiers, we could assume that DP-level gestures are anaphorically linked to the DPs they adjoin to, so that a DP-level \(LARGE_i\) would mean something like ‘that \(i\) thing and that \(i\) thing is large’. Thus, when we have a gesture that’s trying to adjoin to a DP that doesn’t introduce a discourse referent, we get a failure. In a way, this would be an attempt to give DP-level gestures a semantics that is very similar to that of appositives while still making use of the cosupposition mechanism. This to my mind is a much less intuitive assumption than the one under which the gesture simply represents a large object, and it is unclear why NP-level gestures don’t have such a semantics, but at this point we are trying to see if we can in principle get reasonable

\[^{41}\text{As for gestures adjoining to NPs within DPs like no dog, Schlenker’s empirical claim is that such examples are acceptable and give rise to the same projecting inference as with gestures adjoining to NPs within indefinite DPs like a dog. For the target example the inference would be ‘If Stephanie brings a dog, it is large’. As far as I can tell, to get this inference via the cosupposition mechanism, the local context in both cases would need to be the property of being brought by Stephanie—regardless of whether the determiner is a or no. Once again, the issue of whether this assumption is justified is beyond the scope of this dissertation.}\]
results for DP-level gestures via the cosupposition mechanism, so let’s allow this.

How would this tweak affect our results? I will skip some unsuccessful attempts to implement it without adjusting the local context of \underline{her dog}_{\text{LARGE}} and will immediately suggest that local contexts can also come with anaphoric elements, including to something that is yet to come. This assumption is extremely controversial, but again, we are trying to give the cosuppositional analysis our best shot. In (4.7) I provide the derivations for \textit{Stephanie brings her dog}_{\text{LARGE}} with the gesture adjoining to \textit{her dog}, with these new assumptions in place. Now \textit{her dog} bears an index $i$, which gets picked up both by \textit{LARGE} and by the local context of \underline{her dog}_{\text{LARGE}}.

(4.7) Stephanie brings $[[\text{DP her dog}]_{\text{LARGE}}]$. (Attempt 2.)

a. spoken expression $S$:

$[[\text{her dog}]]^g = \lambda P \lambda w. P(\lambda x. \text{dog}(x, w) \land \text{poss}(s, x, w))$

b. gesture $G$:

$[\text{LARGE}_i]^g = \lambda P \lambda i. P(g(i), w) \land \text{large}(g(i), w)$

c. local context $c'$:

$\lambda P \lambda w. C(w) \land \text{bring}(s, g(i), w) \land P(g(i), w)$

d. cosupposition $c' \Rightarrow (S \Rightarrow G)$:

$\forall P \forall w[(C(w) \land \text{bring}(s, \lambda x. (\text{dog}(x, w) \land \text{poss}(s, x, w)), w)) \land
\begin{align*}
\lambda x. (\text{dog}(x) \land \text{poss}(s, x)), w) & \rightarrow \text{large}(\lambda x. \text{dog}(x, w) \land \text{poss}(s, x, w))]\\
\end{align*}$

$\approx \text{‘For all properties } P, \text{ for all worlds } w \text{ in } C: \text{if Stephanie brings her dog in } w \text{ and her dog has } P \text{ in } w, \text{ then her dog is large in } w.'$

e. local accommodation or non-triggering $S \& G$ (final result):

$\lambda w. \text{bring}(\lambda x. (\text{dog}(x, w) \land \text{poss}(s, x, w)), w) \land \text{large}(\lambda x. \text{dog}(x, w) \land \text{poss}(s, x, w))$

$\approx \text{‘Stephanie brings her dog, and her dog is large.’}$

The result for projection is quite good; once again, one of the properties we could consider is the property of being Stephanie’s dog, so this result assures that all Stephanie’s dogs are large. The result for local accommodation/non-triggering, however, is exactly the ‘Non-projecting non-
restricting’ interpretation the experiment in Chapter 3 showed to be unavailable—or at least significantly more degraded than the ‘Restricting’ interpretation, which is unexpected if both obtain via local accommodation/non-triggering of a gestural cosupposition.

We could try positing other $\langle e, st, t \rangle$-type denotations for DP-level gestures in the hope of making the cosupposition mechanism yield reasonable results, but we would keep running into the problem of unattested local accommodation/non-triggering interpretations.

I’d like to discuss the importance of this result. If this attempt to give DP-level gestures a cosuppositional semantics with an anaphoric twist had been successful, we could have given cosuppositional semantics to appositives, too. However, we would have run into the same problem: it would be entirely puzzling why cosuppositions triggered by appositives can’t be locally accommodated in the vast majority of cases. This conclusion, thus, echoes the one at the end of section 2.2.2, whereby there are inherent differences in how modifiers and supplements project, and we simply can’t use the same projection mechanism for non-restricting modifier inferences and supplements. It is, thus, imperative that cosuppositions be constrained to modifier construals only.

Furthermore, the failure of this attempt also shows that the suggestion made independently by Rob Pasternak and Manfred Krifka and discussed in Schlenker 2018a to treat appositive-like gestures\(^{42}\) as triggering cosuppositions with anaphoric elements is unlikely to work. Just like most spoken appositives, appositive-like gestures can’t be interpreted locally even under pressure, as shown in (4.8) (the gesture $\text{LARGE}$ has its own time slot and follows the spoken expression $\text{her dog}$ that it associates with), which would be entirely puzzling if they triggered cosuppositions.\(^{43}\)

(4.8) #Do you know how big Stephanie’s dog is? ’Cause if she’s bringing her dog, $\text{SMALL}$,

\(^{42}\)Schlenker (2018a) calls such gestures “post-speech gestures”; I have my reservations about this notion, to which I come back in subsection 4.3.4.

\(^{43}\)However, I believe appositive-like gestures can be used as clarifications, similar to $\text{one-appos}$$^\text{-appositives}$ previously exemplified in (2.50), for example:

(iii) a. Bring me a beer, a small one.

b. Bring me a beer, $\text{SMALL}$. 
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we’ll be fine, but if she’s bringing her dog, **LARGE**, we should get a bigger van.

Intended: ‘...if (Stephanie is bringing her dog and her dog is (small, large))...’

Now, this general issue aside, if we only wanted to focus on co-speech gestures, we could stipulate a ban on DP-level co-speech gestures, but it is unclear how one would motivate such a constraint. First, this constraint would have to distinguish between gestural and non-gestural content in narrow syntax; in the next section I will talk about why this might be undesirable. Second, this narrow syntax constraint would have to be sensitive to linearization, which happens after narrow syntax, so we would be running into a look-ahead problem. The reason why this constraint would have to be sensitive to linearization is that, as Schlenker (2018a) himself argues, gestural supplements do exist. We have already seen an infelicitous example with appositive-like gestures in (4.8); (4.9) is a felicitous one.

(4.9) If Stephanie’s bringing her dog, **LARGE**, we should get a bigger van.

→ Stephanie’s dog is large.

Schlenker’s main argument for gestures such as in (4.9) being supplements rather than presupposition-contributing expressions is that they seem to require discourse referents (see (4.1) for the relevant examples with appositives), as shown in (4.10).

(4.10) ??Stephanie didn’t bring a dog, **LARGE**.

Thus, we would have to say that gestures can in principle adjoin to DPs, but when they do, they must be linearized as having their own time slot. Perhaps, one could come up with a principled reason why that would happen, but why would one even try? The only reason to do so would be if one wanted to maintain that co-speech gestures trigger cosuppositions across the board, but there is no obvious reason why this would be a desirable goal.

---

44In my experience, the judgements are somewhat gradient and variable. For example, some people seem to be able to get the kind-targeting reading of the gesture, resulting in an inference that dogs in general are large.
4.3 Proposal: gestures can be modifiers or supplements

4.3.1 The principle of no gesture-specific composition

The problem with applying Schlenker’s cosuppositions to all co-speech gestures across the board is that we are then forced to allow all co-speech gestures, including DP-level gestures, to compose conjunctively with the spoken expressions they associate with either via local accommodation or by default—because that’s what we need to derive restricting interpretations of NP-level gestures. However, no spoken DP-level adjuncts compose conjunctively with the DPs they adjoin to. The only DP-level adjuncts I can think of are spoken adnominal appositives, and they certainly don’t do that. But if spoken adjuncts can’t do that, why should gestural adjuncts be allowed to? I propose that they shouldn’t.

In a series of recent presentations (Esipova 2017, 2018b,c, 2019c) I have been arguing that narrow syntax and semantics proper are modality-blind, i.e., when gestures integrate into a compositional structure, they do so in the same way as spoken content. In particular, gestural constituents can bear all and only syntactic labels spoken constituents can bear (i.e., no mysterious GestPs exist); they can merge at all and only sites where spoken constituents bearing the same syntactic labels can merge; they can semantically compose with other constituents in all and only ways available to spoken constituents, etc. Any modality-specific effects arise in phonology and its interfaces and in pragmatics and, due to their gradient and variable nature, are best captured via violable weighted constraints. Also, since compositional structures are not linearized, no distinctions are made at this level between co-speech gestures and gestures that have their own time slot. Such distinctions, too, only arise in phonology and its interfaces and in pragmatics.

This view is very appealing conceptually. An alternative would be to allow for gesture-specific composition strategies, and it is unclear how they would emerge or be acquired. Instead, my view relies on the intuition that, when faced with content-bearing gestures, speakers of a spoken language apply the general linguistic rules they have internalized mostly from spoken input to
said gestures in a way that best fits their content\textsuperscript{45} and what little morphosyntactic information they carry. Oftentimes, several possibilities for compositional integration will be open for a given gesture, especially when it comes to co-speech gestures, whose level of adjunction in the syntax isn’t always obvious from their temporal alignment.

Furthermore, a view that allows for gesture-specific compositionality would be hard to reconcile with any framework that relies on late lexical insertion, since one would need to know in advance if they are going to insert a spoken item from the lexicon or a gestural item, possibly created on the spot, into a given slot. My view is perfectly compatible with—and, in fact, favoring—a view of the architecture of grammar whereby narrow syntax simply generates labeled hierarchical structures and compositional semantics tells you how to interpret these structures, but neither knows or cares about what items will be inserted into the nodes at spell-out, and in particular, whether those items will be spoken or gestural.

4.3.2 Integrated and non-integrated gestures

Now, the view I propose does not imply that no gesture-specific interpretation strategies exist at all, only that compositional integration of gestures happens in the same way as that of spoken content. Similarly, I don’t claim that all co-speech gestures integrate compositionally into the utterances they co-occur with. It does look like sometimes gestures co-occurring with some spoken content don’t integrate with this content compositionally. In particular, it seems that humans are capable of simultaneously producing two compositionally independent utterances, in the spoken and in the gestural modality. The two can still interact at the level of prosody,\textsuperscript{46} and we might still be able to establish some meaning correspondences between the two non-compositionally.

Some examples of what could be analyzed as compositionally non-integrated gestures that are still linked to the spoken content they co-occur with via some discourse relation are discussed in Hunter 2018. For example, Hunter claims that examples like (4.11a) can be analyzed along the

\textsuperscript{45}Conventionalized or not, although some conventionalized gestures can be quite constrained morphosyntactically. See section 4.5 for a brief discussion of the role of convention.

\textsuperscript{46}See, e.g., Loehr (2004) on alignment of spoken content and gestures, including non-content bearing ones.
same lines as (4.11b), i.e., as two independent utterances linked by a discourse relation only.

(4.11)  
   a. Do we have any more \textit{paper}_{SCRIBBLE}?
   b. I want to write/draw something. Do we have any paper?

While I agree that a priori there is nothing that excludes an analysis along these lines for examples like (4.11a),\textsuperscript{47} there is also nothing that enforces it.\textsuperscript{48} The \textit{SCRIBBLE} gesture in (4.11a) can also be construed of as a property, say, the property of being something one could draw or write on, in which case it would be a compositionally integrated modifier and will (by default) give rise to a projecting inference that paper is used for drawing or writing.

In fact, as mentioned before in subsection 2.1.2.1, non-restricting modifiers need to be licensed by a discourse relation (Leffel 2014), so, under the modifier analysis, in the right extralinguistic context, the addressee might infer that the speaker intends to write or draw on the paper, which is why they are using the non-restricting modifier. Thus, the two analyses, in a way, end up being mirror images of one another. On one analysis, the gesture is not compositionally integrated (at least not as a modifier) and directly communicates the speaker’s intentions to use the paper for drawing or writing; the inference akin to the non-restricting modifier one emerges via a salient discourse relation. On the other analysis, the gesture is integrated as a modifier and (by default) gives rise to a non-restricting modifier inference; it is the inference about the speaker intending to use the paper for drawing or writing that arises via a discourse relation.

Most importantly, the two analyses correspond to two different construals of the example in (4.11a), both of which I believe to be in principle possible (it’s a separate question if both are equally likely), rather than two different theories of co-speech gestures.

A less ambiguous example was given in Hunter 2019, cited from memory in (4.12), where the example with the gesture in (4.12a) is supposed to mean something like (4.12b).

\textsuperscript{47}Although I’m a bit skeptical about how far the parallels between the two specific examples in (4.11) go, given that there is nothing obvious about the speaker’s desires encoded in the \textit{SCRIBBLE} gesture itself.

\textsuperscript{48}Granted, Hunter doesn’t use examples like (4.11) to argue that co-speech gestures are never compositionally integrated either, only that we don’t need to assume that they are.
(4.12)  Context: The speaker is observing someone trying to fit a sheet of paper into an envelope.

a. It won’t fit_FOLD_.

b. It won’t fit. (You have to) fold it.

To the extent that (4.12a) is acceptable, it does indeed seem to consist of two compositionally independent utterances. One piece of evidence in favor of this construal as the preferred one is that if we try to embed (4.12a) in a way that blocks this construal, the result is hard to make sense of, as shown in (4.13).

(4.13)  a. ??If it won’t fit_FOLD_, let me know.

b. ??I doubt that it won’t fit_FOLD_.

Even if one were to argue for the existence of a conditional inference in (4.12a) (along the lines of ‘If it won’t fit, you have to fold it’), it doesn’t arise as a non-restricting modifier inference, because no restricting construal is possible for it (for instance, (4.13b), if it means anything at all, clearly can’t mean ‘I doubt that (it won’t fit and you have to fold it)’). Under the unconstrained cosuppositional theory of co-speech gestures from Schlenker 2018a, it would be similarly puzzling why local interpretations of this conditional inference are unavailable when they are available in other cases. If one were to maintain any compositional link between the two utterances in (4.12a), the most natural analogy I can think of would be a sentence-level appositive along the lines of (4.14), which makes the discourse relation between the two utterances explicit.

(4.14)  It won’t fit, which [= the fact that it won’t fit] is why you have to fold it.

We can also arguably produce two utterances in the two modalities simultaneously without having any link between them whatsoever. The most obvious example of that would be two utterances, a spoken and a gestural one, produced simultaneously but directed at two different addressees. For

49Some people find it awkward. I personally find it acceptable, and I myself produce utterances like this quite regularly.
example, I can be talking to someone while simultaneously beckoning someone else via a gesture (or, conversely, gesturing for them to go away). Or I can nod or show a thumbs-up gesture to the chair of a conference session, acknowledging that I’ve seen them showing the ‘10 minutes left’ sign, without interrupting my talk.

Now, I would imagine that there are cognitive limits on how semantically rich the simultaneous utterances in the two modalities can be (which would likely vary across individual speakers), and exploring these limits would be an interesting research endeavor, but this dissertation will not do so and will continue to focus on compositionally integrated gestures.

Crucially, one can’t maintain that gestures never integrate compositionally into otherwise spoken utterances; compositional integration of gestures is required at the very least for many cases of gestures with their own time slot. For the latter, I specifically have in mind what Schlenker (2018a) calls PRO-SPEECH GESTURES. Schlenker defines pro-speech gestures as gestures that “replace” spoken expressions. I will not adopt this definition. If taken literally, this definition seems to imply a very specific procedure of generating utterances with such gestures, whereby a speaker first generates an utterance with spoken lexical items inserted and then “replaces” some of the spoken items with gestures. I would prefer to maintain a more conservative view of the architecture of grammar under which this procedure is unlikely to be legal. Schlenker himself doesn’t endorse this interpretation of his definition (Philippe Schlenker, p.c.), but it is unclear to me what a linguistically meaningful non-literal interpretation of his definition would be. I will still use the term PRO-SPEECH GESTURES, however, because I think it is useful to distinguish between prosodically dependent and prosodically independent compositionally integrated gestures, but I will define pro-speech gestures accordingly, as compositionally integrated gestures that are linearized as having their own time slot rather than co-occurring with speech. Five naturally-occurring examples of non-adjunct pro-speech gestures from TV shows are given in (4.15).

(4.15) a. Well, you’re a wonderful chef, you know, aside from being super-talented with the VIOLIN. (‘Better Call Saul’, S02E05, https://youtu.be/ZRSHh6aqNGY)
b. Anyhow. I grab his knife and STAB-STAB-STAB.
   (‘The Marvelous Mrs. Maisel’, S01E03, https://youtu.be/NiBwDkL6nF0)

c. I need a summary judgement hearing with Michaelis for Frey V. O’Connell, and I’m hoping for Thursday at 10, before he uh... DRINK.
   (‘Better Call Saul’, S02E05, https://youtu.be/HytB0hEGwwI)

d. So... did you actually HIT-WITH-HAMMER White Girl?

e. Look, if this option is too expensive you can still always STAB Badger in the chow line.
   (‘Breaking Bad’, S02E08, https://youtu.be/dZxoPh24VIU)\(^{50}\)

There is little doubt that such prosodically independent gestures are compositionally integrated in the same way as spoken expressions\(^ {51}\) (in subsection 4.3.4 I show that such gestures also follow language-specific linearization, displacement, and prosodic grouping rules).

Pro-speech gestures aside, compositional integration of some sort is required at the very least for restricting interpretations of co-speech gestures, too, since those affect the truth conditions of the utterance.

The existence of both compositionally non-integrated and compositionally integrated gestures is only a problem under a view that there has to be one single way in which co-speech gestures contribute to the meaning of spoken utterances. Once one lets go of this assumption, the problem disappears. As said before, however, this dissertation mostly focuses on compositionally integrated gestures and on showing that gestures can integrate compositionally in different ways, too, which means they can also project in different ways.

\(^{50}\) It would seem that the actor Bob Odenkirk has a special affinity for pro-speech gestures (or perhaps his character Jimmy McGill a.k.a. Saul Goodman does).

\(^{51}\) Again, once they have been made into compositionally integratable objects, however that happens. See footnote 40.
4.3.3 Deriving the data at hand

Now, how does the principle of no gesture-specific composition apply to the data from Chapter 3? Gestural adnominal content, just like spoken content, can compose as modifiers or as supplements. This goes in line with the intuition that, being non-lexicalized and carrying little morphosyntactic information, the gesture LARGE, for example, can be taken to iconically represent either the property of being large (thus, being akin to the adjective large) or a large object (thus, being akin to the nominal a large object). A property-like gesture will compose as a modifier; it will adjoin to the NP and can in principle be restricting or non-restricting. A nominal-like gesture will compose as a supplement; it will adjoin to the DP and will yield a proposition of a special kind about it, without having a compositional potential to be restricting.

In line with the general principle proposed in this dissertation that for non-sublexical content composition determines projection, supplement gestures will necessarily project and they will project as supplements (however their projection is operationalized). Modifier gestures will only give rise to projecting inferences when they are non-restricting, and these inferences will project in the same way as other non-restricting modifier inferences, as defined in (2.29). The result will be ultimately the same as in (4.4d), if we treat LARGE as an intersective modifier:

\[(4.16) \text{Stephanie brings her } [[\text{NP } \text{dog}]_{\text{LARGE}}].\]

\[\begin{align*}
a. & \text{ spoken expression } S: \\
& [[\text{dog}]] = \lambda x \lambda w. \text{dog}(x, w) \\
b. & \text{ gesture } G: \\
& [[LARGE_{\text{NP}}]] = \lambda x \lambda w. \text{large}(x, w) \\
c. & \text{ spoken expression modified by the gesture } [[S]^{G}]: \\
& [[[[\text{dog}]]_{\text{LARGE}}]] = \lambda x \lambda w. \text{dog}(x, w) \land \text{large}(x, w) \\
d. & \text{ propositional local context } c': \\
& C \\
e. & \text{ non-propositional local context } c'':
\]
\[ \lambda x \lambda w. [c'](w) \land \text{bring}(s, x, w) \land \text{poss}(s, x, w) \]

f. non-restricting modifier inference \( c'' \Rightarrow \forall (S \Rightarrow [S]^G) \):

\[ \forall x \forall w[(C(w) \land \text{bring}(s, x, w) \land \text{poss}(s, x, w)) \Rightarrow (
\text{dog}(x, w) \Rightarrow \text{dog}(x, w) \land \text{large}(x, w)))] \]

\[ \forall x \forall w[(C(w) \land \text{bring}(s, x, w) \land \text{poss}(s, x, w)) \Rightarrow (
\text{dog}(x, w) \Rightarrow \text{large}(x, w))] \]

\approx \text{‘For all individuals } x, \text{ for all worlds } w \text{ in } C: \text{ if Stephanie brings } x \text{ in } w \text{ and } x \text{ belongs to her in } w, \text{ then if } x \text{ is a dog in } w, x \text{ is large in } w.' \]

In contexts supporting the ‘Projecting non-restricting’ interpretation, an adnominal gesture can thus be either a non-restricting modifier or a supplement. In contexts supporting the ‘Restricting’ interpretation, a gesture can only be a modifier. Neither strategy can yield the ‘Non-projecting non-restricting’ interpretation, because both supplements and non-restricting modifiers have to project. As I showed in subsection 2.1.2.3, local accommodation is not a meaningful notion for non-restricting modifier inferences.

At this point we predict gestures to pattern exactly like adjectives across the three interpretation types, which is not what we see in Figure 3.2. We still need to explain why restricting interpretations of gestures are degraded for many people. Under the view I propose, this would not be due to any constraints in narrow syntax or semantics; compositional semantics allows for restricting interpretations of co-speech gestures. Instead, the degradedness will have to be due to some bias against restricting interpretations of co-speech gestures due to pragmatic or phonological considerations or both.

One potential explanation is following the original intuition in Schlenker 2018a that there is a general pragmatic preference for co-speech gestures to be truth-conditionally vacuous, the idea being that when you have an expression in a more primary (e.g., spoken) modality co-occurring with an expression in a secondary (e.g., gestural) modality, the latter should not be encoding anything affecting the truth conditions of the utterance. Restricting interpretations are by definition truth conditionally non-vacuous, so such interpretations of gestures should be dispreferred.
A more involved explanation, relevant specifically for the data discussed here and in Esi-pova 2019a, is that it’s hard for vocal prosodic prominence to associate with co-speech gestures, once again the idea being that there is some competition between co-occurring spoken and gestural content in which the former has the priority. If it’s hard to mark co-speech gestures as prosodically prominent, it will be hard to semantically focus them, which is necessary for the restricting interpretations in (3.5b). The two explanations are not mutually exclusive, and both allow for gradience and variability, so both can be at play.

With a pragmatic and/or prosody-related bias against restricting co-speech gestures in place, we now derive the results for gestures in Figure 3.2.

Now, let me add a quick note about modifier vs. supplement gestures. I take it that by default both construals are possible, and as I said before, temporal alignment of a co-speech gesture is unlikely to be a good predictor of its level of adjunction (NP or DP). It is possible that some gestures (especially, conventionalized ones) are more likely to be construed of as modifiers or supplements based on their content and/or morphosyntax. For size gestures, which are the only kind of gestures I used in the experiment from Chapter 3, I don’t see a reason to prefer one construal over the other (although, of course, there might be speakers who do have a relevant preference).

Again, as mentioned before, only modifier gestures can be restricting, so if you have restricting gestures in an utterance, you know they have to be modifiers. Another case in which a co-nominal gesture has to be construed as a modifier is when the nominal expression the gesture co-occurs with does not introduce a discourse referent and thus cannot be an anchor for a supplement. These are the cases previously discussed in (4.1), partially repeated in (4.17).

(4.17)  

a. %?Stephanie didn’t bring a dog_{LARGE}.

b. %?Stephanie brought no dog_{LARGE}.

As I mentioned before, such examples are somewhat degraded for many speakers I have consulted. Should we take it to mean that modifier construals of size gestures are dispreferred for some reason (this alone could explain the degradedness of restricting gestures in Figure 3.2, since those have to
be modifiers)? I wouldn’t jump to this conclusion. I think what’s going on in (4.17) is that since
the gestures there have to be modifiers, and modifier gestures prefer to be non-restricting, we end
up with a violation of the Minimize Restrictors! principle (mentioned previously in subsections in
subsection 2.1.2.1 and 3.4.2). In the ‘Projecting non-restricting’ examples in the Chapter 3 exper-
iment these violations were routinely justified in the context (the size always mattered), but there
are no similar justifications in the out-of-the-blue examples in (4.17), and in fact, it would be hard
to come up with the right context in which the size of the dogs Stephanie typically brings (or even
all dogs) would matter if she didn’t bring one.

4.3.4 Gestures and linearization

The bias against restricting interpretations introduced in the previous subsection does not apply to
pro-speech gestures, as it is competition with co-occurring spoken content that is responsible for it.
Furthermore, under the view of how gestures fit into the architecture of grammar developed in sec-
tion 4.3.1, gestures integrate compositionally before they linearize (just like spoken expressions).
Thus, modifier gestures should in principle be able to linearize as pro-speech, and they furthermore
should be able to receive restricting interpretations fairly easily. However, various linearization,
prosodic grouping, and articulatory considerations make adnominal pro-speech gestures construed
of as modifiers unlikely in English. I will now discuss these considerations and how some of them
are language-specific. Earlier versions of this discussion can be found in Esipova 2017, 2018a,c.

Schlenker (2018a) identifies a category of “post-speech gestures” and argues that they are
interpreted as and project as supplements. He defines “post-speech gestures” as “gestures that come
after the expressions they modify”.52 This definition makes no reference to how these gestures are
packaged prosodically, but the tacit assumption (visible in his notation and the way he produces the
relevant examples himself) is that these gestures are packaged into their own prosodic phrases.53

52He seems to be using the term “modify” to mean “adjoin to”; under my use of this term, supplemental gestures
are not modifiers.

53I will remain non-committal about whether for English these correspond to intermediate or intonational phrases
in ToBI (Beckman & Ayers 1997); for the rather broad distinctions I am drawing in this dissertation this doesn’t seem
to matter. I do think, however, that they are usually intonational phrases, because the preceding phrase typically ends
Such gestures cannot have restricting interpretations, at least not in English, as shown in (4.18).

(4.18) #Do you know which one of Stephanie’s dogs is coming with us? ’Cause if she’s bringing her dog, \((p_{IP} \text{ SMALL})\), we’ll be fine, but if she’s bringing her dog, \((p_{IP} \text{ LARGE})\), we should get a bigger van.

Intuitively, it is clear why (4.18) is bad. Configurationally, these gestures resemble English appositives (and nothing much else), which also linearize as following their anchors and are packaged into their own prosodic phrases (see Selkirk 2005 and references therein for this latter point), and are, thus, construed of as such. But, of course, appositives can’t have restricting interpretations, so the gestures in (4.18) can’t either. However, the mere claim that gestures compositionally integrate into utterances in the same way as spoken expressions doesn’t yet capture this intuition. We need to posit a further principle that prosodically independent gestures that compositionally integrate into otherwise spoken utterances follow (or at least tend to follow) language-specific linearization and prosodic grouping rules for spoken content. The same principle doesn’t apply to co-speech gestures, naturally, as those linearize differently from any spoken expressions and are prosodically parasitic on the spoken string they co-occur with—a configuration that is simply impossible for spoken expressions.

In English, one-word size modifiers are typically adjectives that linearize on the left of the NP they modify. Furthermore, modifiers in English prefer to be in the same prosodic phrase as the constituent they modify (in Esipova 2018a,c, I formalize this constraint for NP-level modifiers as a narrow version of Truckenbrodt’s (1999) \textit{WRAPXP} constraint on syntax/prosody mapping).\textsuperscript{54} It is thus expected that prosodically independent size gestures composing as modifiers would also prefer to linearize on the left of the NPs they modify and be in the same prosodic phrase as those NPs, as in (4.19)—except (4.19) is very hard to produce.

\textsuperscript{54} Again, I am using the term “modifier” as defined in this dissertation; appositives are not modifiers, so this doesn’t apply to them.
Articulatory integration of prosodically independent gestures is a very interesting issue in and of itself, and its effect on prosodic grouping and, consequently, on what syntactic structures are compatible with the resulting string is crucial for how these gestures can be interpreted. Intuitively, the articulatory awkwardness in (4.19) is at least partially due to the necessity to switch back and forth from spoken to gestural material within one prosodic phrase.\(^{55}\) In Esipova 2018c, I proposed an OT-style constraint that punishes any instance of a boundary of a prosodically independent gesture that is not aligned with a prosodic phrase boundary.\(^{56}\) I will not reproduce the entire analysis here; the general consequence of this constraint is that mixing spoken expressions and prosodically independent gestures within one prosodic phrase is suboptimal.

However, adjunct gestures like in (4.19) can also be linearized as co-occurring with the spoken expressions they adjoin to, as in (4.20), which is what we have seen before.

\[(4.20) \text{Do you know which one of Stephanie’s dogs is coming with us? (PrP ’Cause if she’s bringing her SMALL dog), we’ll be fine, (PrP but if she’s bringing her LARGE dog), we should get a bigger van.}\]

(4.20) is easy to produce, but, of course, we now have to deal with the fact that co-speech gestural modifiers don’t like to be restricting.

Now, the non-adjunct pro-speech gestures in (4.15) all want to be in the same prosodic phrase as the adjacent spoken material, but linearizing as co-speech doesn’t seem to be an option

\(^{55}\) Relatedly, Schlenker (2018b) says that pro-speech gestures “are happiest at the end of a clause” and claims it to be a constraint “on the syntax of pro-speech gestures”. While his empirical observation goes in the right direction, I believe it’s too coarse-grained and is made at the wrong level of representation (syntax rather than prosody).

\(^{56}\) There I also posited asymmetries between left and right boundaries; I am not entirely sure this was justified, however, and I now think the more subtle differences I was trying to get at have more to do with how prominence is assigned within a prosodic phrase. I will not pursue this issue here, though.
for them.\textsuperscript{57} Intuitively, this is not surprising—they are not adjuncts, so what would they be co-speech with? This linearization constraint is, of course, gesture-specific,\textsuperscript{58} and it has to be, because, once again, spoken expressions can’t linearize as co-occurring with other spoken expressions.

Now, if you watch the videos of the examples in (4.15), you’ll notice that the articulatory integration strategy that is used in all of them is pausing and lengthening of the spoken syllable preceding the gesture,\textsuperscript{59} but, as far as I can tell, in none of the examples there are actual prosodic boundaries around the gestures (there are no boundary tones, no pitch reset, etc.). This is an interesting observation, because, if robust, this would suggest that speakers prefer not to violate prosodic grouping rules even if that means they have to resort to various repair strategies to integrate gestural material articulatorily.

Examples (4.15b)–(4.15e), in which the pro-speech gestures are verbal (VPs or V’s), all contain another strategy that facilitates articulatory integration of pro-speech gestures into an otherwise vocal stream, namely, iconic vocalizations accompanying the gestures (grunting for both stabbing gestures, gulping for the drinking gesture, and clicking for the hammering gesture). Schlenker (2018b) notices that pro-speech gestures are often accompanied by such vocalizations and attributes that to a general tendency to maximize iconicity and perhaps a need to justify the use of pro-speech gestures rather than words in the first place. While I agree that the iconic nature of the vocalizations is important, I also think these vocalizations help articulatory integration and can be used even when there is nothing iconic about them. For example, if one were to try and make (4.19) slightly easier to pronounce, they could produce some generic vocalizations (I use dental clicks) accompanying the size gestures, for which there are no obvious iconic vocalizations; this is especially crucial for (4.19) as the gestures are supposed to be focused.

Now, while the articulatory considerations above should not be language-specific (although

\textsuperscript{57}Again, here I don’t take into account the preparatory phase of the gesture, which can start very early; I assume that what matters for the co- vs. pro-speech distinction is the alignment of the stroke of the gesture.

\textsuperscript{58}Or, perhaps, specific to any content that can in principle be linearized as co-occurring with something in a more primary modality within a given string. How we determine the hierarchy of modalities in cases when it is not spoken vs. non-spoken content is an interesting question, which will come up again in the next section when I talk about facial expressions, but I will not address it here.

\textsuperscript{59}This is especially obvious in (4.15c), where there is a bona fide hesitation pause before the gesture, but is present to some extent in all the examples.
individual speakers might vary at how apt they are at articulatory integration of prosodically independent gestures into spoken utterances and how willing they are to make the effort in the first place), the linearization and prosodic grouping considerations are. There might be some universal tendencies when it comes to prosodic grouping, but the mere fact that different languages have different inventories of prosodic units makes prosodic grouping language-specific. Under the view that I propose here, this suggests that other languages might be more likely to allow for modifier pro-speech gestures. This is indeed corroborated by some data from French and Russian I adduce in Esipova 2018c and repeat here.

In French, many adjectival modifiers are linearized on the right of the NPs they modify. This is actually not the case for all size adjectives, but in (4.21), I use adjectives for which this is the case.

(4.21) \(\left(\text{\textsc{PrP}} \text{ Si Mélanie amène son chien \textbf{minuscule}}, \text{ ça ira,} \right) \quad \left(\text{\textsc{PrP}} \text{ mais si elle amène son chien \textbf{géant}}, \text{ ce sera un problème.} \right)\)

‘If Mélanie brings her tiny dog, that will be OK, but if she brings her gigantic dog, that will be a problem.’

(French)

Based on the judgements of three native French speakers (one of whom is also a native speaker of English), the version of (4.21) with gestures instead of adjectives, as in (4.22), is not that bad and is certainly better than the English counterpart. The gestures in (4.22), of course, have to be modifiers, because they have to be restricting.

(4.22) \(\left(\text{\textsc{PrP}} \text{ Si Mélanie amène son chien \textbf{SMALL}}, \text{ ça ira,} \right) \quad \left(\text{\textsc{PrP}} \text{ mais si elle amène son chien \textbf{LARGE}}, \text{ ce sera un problème.} \right)\)

‘If Mélanie brings her small dog, that will be OK, but if she brings her large dog, that will be a problem.’

(French)
The French example in (4.22) still has the issue of articulatory integration. It is not as severe as in English because the gestures are aligned with prosodic boundaries on the right. It’s also true that in French the postnominal modifiers will be in their own Accent Phrases (see Delais-Roussarie et al. 2015 for an overview of French prosody), but this does not seem to be enough to fully mitigate the issue (at least for two of the three speakers that I consulted).

In Russian, size adjectives are by default linearized on the left of the NPs they modify, but Russian allows for much more syntactic displacement than either English or French. In particular, in Russian you can move out an NP out of a DP. For example, (4.23a) illustrates the default word order, and (4.23b) illustrates a ‘contrastive topic + focus’ configuration whereby the NPs are contrastive topics and have been fronted, and the AdjPs are left behind and are focused (and interpreted as restricting).60

(4.23) a. (PrP Ja zakazala malen’kij kofe) (PrP i bol’šoj čaj).
   I ordered small coffee and big tea
   ‘I ordered a small coffee and a large tea.’ (Russian)

   coffee I ordered small and/but tea big
   ‘As for coffee, I ordered a small one, and as for tea, I ordered a big one.’ (Russian)

My prosodic phrase boundaries in (4.23) should be taken with a grain of salt, as no good ToBI-like system exists for Russian, but the focused constituents are packaged into some sort of an ostensible prosodic unit (I would be more inclined to equate it with the English intermediate phrase). This is fortunate, because now, if have a counterpart of (4.23b) with gestures instead of adjectives, we can articulatorily integrate the gestures relatively easily. Indeed, I find (4.24) quite natural (to the extent that examples with pro-speech gestures are natural to begin with) and easy to produce (although I still prefer to have clicks accompanying the gestures, especially because they are focused).

60 The English translation in (4.23b) might mislead one to believe that in such examples the contrastive topics are base-generated, and the focused constituents are nominals with silent heads; the case assignment facts show clearly that this is not the case, and we do in fact have fronted NPs with AdjPs left behind.
(4.24) \[(\text{PrP}[\text{Kofe}]_{\text{CT}} \, \text{ja zakazala}) \, (\text{PrP} \, \text{SMALL}_{\text{F}}), \, (\text{PrP} \, \text{a} \, [\text{čaj}]_{\text{CT}}) - (\text{PrP} \, \text{LARGE}_{\text{F}})\].

LARGE

‘As for coffee, I ordered a small one, and as for tea, I ordered a large one.’ (Russian)

Note that the gestures in (4.24) satisfy Schlenker’s definition of “post-speech gestures”—they are adjuncts, and they do linearly follow the expressions they adjoin to—but they are certainly not supplements (just like the adjectives in (4.23b), they are interpreted as restricting modifiers).

Of course, Schlenker doesn’t mean to extend his notion of “post-speech gestures” to such cases. The “post-speech gestures” he has in mind are just pro-speech gestures under the refined definition proposed here (i.e., compositionally integrated gestures with their own time slot) whose configurational properties (in particular, ability to be construed of as adjuncts to something preceding them and prosodic packaging into their own phrases) resemble those of English appositives (and nothing much else) and they are thus likely to be construed of as such in English.\(^6\) The definition of “post-speech gestures” given in Schlenker’s work (“gestures that come after the expressions they modify”), however, does not—and cannot possibly—capture that. In fact, it doesn’t pick out a natural class of linguistic objects at all. Once, however, we give the objects that Schlenker has in mind a proper linguistic definition, it becomes painfully obvious that singling out “post-speech gestures” as a separate category makes no more sense than singling out gestural VPs, gestural subjects, gestural objects, gestural modifiers, etc. The three-way distinction put forward in Schlenker’s work among “co-speech”, “pro-speech”, and “post-speech” gestures is, thus, not a meaningful one, as the underlying distinctions among these categories are not all of the same nature, and “post-speech gestures” should be subsumed under the refined definition of pro-speech gestures.

\(^6\)This follows naturally from the principles I have been advocating for here that call for maximum similarity between how gestural and spoken content integrates into spoken utterances.
All this doesn’t undermine the empirical value of Schlenker’s observation that gestural supplements exist, but it does expose the theoretical inadequacy of such pre-linguistic notions as “post-speech gestures” or Schlenker’s original definition of “pro-speech gestures”, which arises as an inevitable consequence of any approach to investigating the semantics of gestures that is not based on a clear, explicit view of how gestures integrate into the linguistic structure at other levels of representation. Pre-theoretical notions might work for preliminary empirical generalizations, but one can’t build a theory of projection based on them.

The upshot is that if we want to approach gestures as linguistic objects (which we clearly have to in the case of compositionally integrated gestures), we need to do so at all levels of representation. And for that we need to ask the question of syntactic integration of gestures in proper syntactic terms, with attention to syntax/prosody mapping and articulatory integration of gestures. The linear position of a given piece of content, spoken or gestural, doesn’t directly determine its interpretation or projection, but can be indicative of its syntactic integration, which, of course, feeds into its compositional integration, which, in turn, determines how it will project, if it does.

### 4.4 Beyond hand gestures: facial expressions

So far I have made two crucial points based on the data on hand gestures. First (more narrowly), Schlenker’s (2018a) cosuppositions cannot possibly determine how co-speech gestures are interpreted or how they project across the board, unless we are willing to constrain syntactic integration of gestures in a non-trivial way. Second (more broadly), we need to study integration of non-spoken content into utterances in a linguistically meaningful way at all levels of representation. I will now strengthen both points by adducing empirical observations about content-bearing facial expressions (which are often taken to be a type of gestural content).

In his other work, Schlenker (2018b,c) develops a broader view of cosuppositions as assertion-dependent inferences that project like presuppositions and can be triggered by all sorts of iconic content. In Schlenker 2018c, he specifically develops what he calls a typology of “iconic
enrichments”, which is meant to determine how a given piece of content can project based on the following parameters:

(i) whether this is an internal or external enrichment, i.e., whether it is “syntactically eliminable” (no definition is given for what it means to be syntactically eliminable, nor diagnostics for how to determine whether a given piece of content is syntactically eliminable);

(ii) whether it has a separate time slot or co-occurs with something else (the tacit assumption seems to be that the enrichment exists in a secondary modality relative to the thing it co-occurs with, however the hierarchy of modalities is established).

This typology puts co-speech facial expressions in the same bin as co-speech hand gestures; according to it, both are external enrichments and don’t have a separate time slot. Schlenker claims that such enrichments trigger cosuppositions across the board.

The data for facial expressions discussed by Schlenker (both in spoken and sign language) all involve a facial expression expressing disgust (or some sort of negative attitude). It is hard for me to engage with those data; I find some of those examples unnatural and don’t get some of the reported judgements, and even when I do, there are often other interpretation possibilities I could envisage. This is not to question the validity of Schlenker’s data, just to point out one of the reasons I personally don’t want to use such facial expressions here.

Furthermore, in line with what I have been doing for hand gestures, I think it would be informative to have a systematic comparison between facial expressions and spoken expressions with similar semantics. In the case of negative attitude facial expressions, a natural point of comparison would be spoken expressives (keeping in mind that spoken expressives will likely be more constrained than facial expressions in where they can adjoin by their morphosyntax). As I mentioned before in footnote 22 in Chapter 2, true expressives have a distinctive property of being able to convey an attitude about things other than what they adjoin to syntactically. Thus, the example in (4.25), due to Alicia Parrish (p.c.), does not necessarily give rise to an inference that the speaker hates pens in general, or this specific pen, or pen-giving events, etc.; it can be uttered in a context
in which the speaker is simply angry (for example, at the addressee for taking their pen without permission).

(4.25) Give me my fucking pen!

This property of expressives really suggests that they either don’t compose with the things they merge with in the standard way (or at all, if they are late merged), or that there is something special about their lexical semantics, which makes this composition vacuous at least sometimes.62 I believe we first need to check if facial expressions expressing general positive or negative attitudes have this property, because if they do, we better set them aside before we understand composition of spoken expressives better.

In what follows I will focus instead on what I will refer to as MIRATIVE FACIAL EXPRESSIONS, i.e., facial expressions conveying surprisal (broadly speaking), and I will be systematically comparing them to spoken adverbs with similar semantics. In particular, I have in mind the facial expression whose most prominent characteristic is one’s eyes open wide (which also results in raised eyebrows) and variations thereof.63 In what follows I will gloss this facial expression as O_O.

Spoken adverbs like surprisingly, impressively, unfortunately, etc. can target propositional content, in which case they merge as sentence-level supplements (and are sometimes referred to as “high adverbs”), as shown in (4.26a). Besides, many of such adverbs can be used as degree modifiers of properties, akin to very or extremely, in which case they merge locally with those properties, as shown in (4.26b).

62The analysis of expressives as compositionally flexible expressions that can attach to any constituent at LF in Potts 2005 is still too compositional to account for examples like (4.25), as under this analysis, the expressive still needs to compose with something within the sentence, which doesn’t seem to be the case in (4.25). Potts’s later analysis (Potts 2007), which treats expressives as operators that affect the context of utterance in a certain way (namely, by shifting some expressive index, formalized as a triple of two salient objects a and b and a numeric interval within [−1, 1] encoding the attitude of a towards b), or some variation thereof, seems to be a more viable alternative.

63For example, one can add an evaluative component—for instance, by pursing their lips and/or shaking their head to express disapproval, by protruding their lips to express being positively impressed, by adding a smirk to express being amused, etc. I do some of these in the examples below, especially in facial expressions co-occurring with prospeech gestures, since in these cases I am not constrained by vocal articulatory considerations; these additions help make the utterances more natural and give rise to further inferences, but they don’t affect my main points at all.
(4.26) a. Yesterday there was a party, and, \{surprisingly, impressively, unfortunately, *very, *extremely\}, Mia got drunk.
✓ It is \{surprising, impressive, unfortunate\} that Mia got drunk.
✗ Mia got drunk to a(n) \{surprising, impressive, unfortunate, high, extreme\} extent.

b. Yesterday there was a party, and Mia got \{surprisingly, impressively, unfortunately, very, extremely\} drunk.
✗ It is \{surprising, impressive, unfortunate\} that Mia got drunk.
✓ Mia got drunk to a(n) \{surprising, impressive, unfortunate, high, extreme\} extent.

I observe that co-speech mirative facial expressions can have both interpretations as well, although their syntactic attachment is harder to pinpoint, which causes more ambiguity. In particular, it would seem that there is a general tendency to interpret $O_O$ as a sentence-level supplement when it spans the entire sentence (or rather when its onset is at the beginning of the sentence) and as a degree modifier when it only co-occurs with the targeted property. Both preferences can be overridden (I think), but crucially, both interpretations are in principle possible, even though the facial expression remains co-speech. The benefit of focusing on this facial expression is that the two readings due to two different adjunction sites are relatively easy to disentangle (which is not always the case in expressive-like facial expressions).

(4.27) a. Yesterday there was a party, and Mia got drunk$^{0,0}$.
✓ It is \{surprising, impressive\} that Mia got drunk.
? Mia got drunk to a(n) \{surprising, impressive, high\} extent.

b. Yesterday, there was a party, and Mia got drunk$^{0,0}$.
? It is \{surprising, impressive\} that Mia got drunk.
✓ Mia got drunk to a(n) \{surprising, impressive, high\} extent.

Now, I am well aware of the fact that (4.27b) is likely to contain additional iconic prosodic modu-
lations, such as lengthening of the vowel and/or lower F0 on *drunk*, which often have interpretative effects, as discussed, in particular, in Schlenker 2018b. One could then argue that it is those modulations that are driving the interpretation, and the facial expression is just coming along for the ride. While I think that’s not the case and the effect of iconic prosodic modulations combined with co-speech facial expressions in such cases is cumulative,\(^{64}\) to keep the contributions of the facial expressions separate from those of prosodic modulations, I will replace the spoken predicate *drunk* with a Russian conventionalized gesture that means ‘drink (alcohol)’ or ‘drunk’.\(^{65}\) The data, of course, can be replicated with co-speech facial expressions only, if necessary.

The gesture consists of flicking one’s finger on one’s neck; a variation exists whereby one taps their neck with the back of their hand. I choose the first version of the gesture in my examples, first, because it is the one I use myself, and second, because its articulatory characteristics make it hard to accidentally modulate it iconically (although, ideally, one still needs to control for how long the onset and the holding end phase of the gesture is). The judgements reported for examples with this gesture are mine; I am keeping the examples themselves in English for simplicity—my judgements for such examples are very robust for both English and Russian. (4.28) repeats (4.27), but with the *DRUNK* pro-speech gesture as the target predicate.

\[(4.28)\] a. Yesterday, there was a party, \[\text{video: } \url{https://youtu.be/pw2nXfIjU8Ro}\] and Mia got DRUNK\(^{\text{O, O}}\).

---

\(^{64}\)My (currently) favorite naturally occurring example of at-issue multi-modal modification is given below. I will not attempt to disentangle the entire compositional structure there (as in what modifies what), but it is clear that the gesture, the lower F0 and louder voice, and the mirative facial expression all contribute to the interpretative effect, creating the image of a bigger, fuller chest.

\[(iv)\] Context: the speaker is giving advice on how to build pec muscles.

You won’t have a chest that looks like this\(^{\text{POINT-AT-OTHER-PERSON’S-CHEST}}\), you’ll actually have a chest\(^{\text{LARGE-ROUND}}\).

(Jeff Cavaliere, ‘Athlean-X’ Youtube channel, \url{https://youtu.be/6Qrr0GLeGp0?t=821})

\(^{65}\)If one is to investigate this issue experimentally in the future, they could also control for that by using the same audio track with different videos (this is what I did in Esipova 2019a). For small-scale introspective judgements I don’t find this technique helpful, though.
It is {surprising, impressive} that Mia got drunk.

? Mia got drunk to a(n) {surprising, impressive, high} extent.

b. Yesterday there was a party, and Mia got DRUNK<sup>0.0</sup>.

video: https://youtu.be/1X45ztOZ6OQ

? It is {surprising, impressive} that Mia got drunk.

✓ Mia got drunk to a(n) {surprising, impressive, high} extent.<sup>66</sup>

Schlenker’s 2018b typology predicts that $O_O$ should give rise to a cosupposition under both interpretations. Now, there is technically a question about which modality is primary in (4.28b), since in this case the facial expression is co-gesture, not co-speech. I believe that fully integrated pro-speech gestures have the same primary status as spoken expressions, and Schlenker himself seems to assume that, given that he grants them AT- ISSUE (i.e., non-projecting) status by default. Furthermore, once again, the data below can be replicated without any pro-speech gestures, using co-speech facial expressions only and controlling for vocal prosodic modulations.

Now let us test this prediction. Embedding spoken sentence-level adverbs like *surprisingly* gives rise to conditional inferences, as shown in (4.29a). The same seems to be true for sentence-level $O_O$, as shown in (4.29b).

(4.29)  

a. When, ⟨surprisingly, impressively⟩, a friend of mine gets drunk, I sometimes comment on that.

→ When a friend of mine gets drunk, this fact is ⟨surprising, impressive⟩.

b. When a friend of mine gets DRUNK<sup>0.0</sup>, I sometimes comment on that.

(under the sentence-level reading) → When a friend of mine gets drunk, this fact is {surprising, impressive}.

The mere fact that the inference we get in (4.29) is conditional doesn’t mean that we should ana-

<sup>66</sup>I also think it’s possible to combine the two readings by having two onsets for the mirative facial expression.
lyze it as a cosupposition. It is a well-known fact, discussed, for example, in Schlenker 2013, that supplements can in principle give rise to conditional inferences. In (4.29), there is no anchor for the supplement in the actual world, so the conditional nature of those inferences is... unsurprising.

Degree modifier adverbs and facial expressions, however, don’t seem to project by default (i.e., by default they seem to be part of the at-issue content), as shown in (4.30). In this respect they are no different from other degree modifiers like very or extremely. This already goes against the prediction that the facial expression in (4.30b) should trigger a cosupposition.

\[(4.30)\]
a. When a friend of mine gets ⟨surprisingly, very, extremely⟩ drunk, I sometimes comment on that.

\[\not\to\] When a friend of mine gets drunk, they do so to a ⟨surprising, high, extreme⟩ extent.

b. When, a friend of mine gets \textsc{drunk}^{O,0}, I sometimes comment on that.

\[\not\to\] When a friend of mine gets drunk, they do so to a ⟨surprising, high, extreme⟩ extent.

Not only is it the case that the degree modifier \(O,O\) doesn’t seem to project by default, it is also the case that the sentence-level \(O,O\) cannot be interpreted locally, as shown in (4.32)—just like spoken sentence-level adverbs, as shown in (4.31).

\[(4.31)\]
a. When a friend of mine gets drunk, I usually don’t say anything, but when a friend of mine gets \{surprisingly, very\} drunk, I sometimes comment on that.

b. #When a friend of mine gets drunk, I usually don’t say anything, but when, \{surprisingly, impressively\}, a friend of mine gets drunk, I sometimes comment on that.

Intended interpretation: ‘When (a friend of mine gets drunk and I am ⟨surprised, impressed⟩ by this fact)…’

\[67\]One has to be very careful about the prosody here. If one fails to package the adverb in its own intonational phrase (and not just intermediate phrase) here, one might be able to accept this sentence. Cf. a similar sentence with \textit{unexpectedly} as an actual restricting modifier:
(4.32)  

a. When a friend of mine gets DRUNK, I don’t say anything, but when a friend of mine gets DRUNK\textsuperscript{0,0}, I sometimes comment on that.

✓ ‘...when a friend of mine gets very drunk...’.

✗ ‘...when (a friend of mine gets drunk and I am \{surprised, impressed\} by this fact)...’.

b. ?When a friend of mine gets DRUNK, I don’t say anything, but when a friend of mine gets DRUNK\textsuperscript{0,0}, I sometimes comment on that.

✓ ‘...when a friend of mine gets very drunk...’.

✗ ‘...when (a friend of mine gets drunk and I am \{surprised, impressed\} by this fact)...’.

Note that it is not just that the second reading is odd for independent reasons. I myself used to think that this might be the reason why some facial expressions cannot be interpreted locally (as noted in Schlenker 2018b), the idea being that one should normally know what they find surprising, disgusting, etc., so it would be weird to question it or target it by question operators, epistemic modals, or if.\footnote{But, of course, this is not always the case, and, in particular, this is not the case in the examples above. Whether or not I’m surprised by the fact that a given friend of mine gets drunk depends on who that friend is, and it is conceivable that I only comment on my friends getting drunk when I find it surprising. In particular, there is nothing wrong with the paraphrases of this interpretation above. It is thus a plausible interpretation, yet it is unavailable. Under Schlenker’s typology, these differences in projection behavior between the two uses of \textit{O\textunderscore O} are entirely puzzling, as are the parallels with spoken adverbs. Under the composition-driven view that I have been pursuing here, they are not. The explanation is the same as for spoken (v) When a friend of mine gets drunk, I usually don’t say anything, but when a friend of mine gets drunk \underline{unexpectedly}, I sometimes comment on that.}

The effect doesn’t carry over to facial expressions, however. The general point that some facial expressions might not be able to be interpreted locally at all because of their semantics still stands; for example, it might be true about negative attitude facial expressions, if it turns out that they are indeed similar to spoken expressives.
adverbs. The sentence-level $O_O$ is a supplement and cannot be interpreted locally. The degree modifier $O_O$ is a modifier and can be either restricting or non-restricting. The secondary modality nature of co-speech or co-gesture modifier facial expressions can make them more likely to be non-restricting, but there can be other considerations that would override this preference. What would these considerations be? I am not sure at this point, but I think it might have something to do specifically with their degree modifier nature.

When developing his typology, Schlenker argues that iconic vowel lengthening, which is interpreted as a degree modifier, is by default at-issue, as shown in (4.33).

(4.33) If the talk is loooong, I’ll leave before the end.

$\rightarrow$ If the talk is long, the speaker will leave before the end.

$\rightarrow$ If the talk is very long, the speaker will leave before the end.\(^{69}\)

However, Schlenker argues that there is no default projection in (4.33) because vowel lengthening is an “internal enrichment” without a separate time slot. Under Schlenker’s typology, such “enrichments” can but don’t have to be at-issue by default; for example, some F0 modulations seem to be not-at-issue by default. Schlenker concludes that further research is needed to explain the differences between different types of vocal prosodic modulations.

Now, it is unclear to me in what sense vowel lengthening is “internal”. Schlenker’s point seems to be that vowels always have some length, therefore, changing this length is an “internal enrichment”. I am skeptical about this claim. It’s not like vowel length is always interpreted iconically. We could posit an abstract morpheme in the compositional structure that tells us to interpret vowel length iconically as a degree modifier. When the vowel length is different from the default, the addressee will deduce that the morpheme is present; when it’s not, there is no reason to do so, unless there is a contrastive alternative in the context with a non-default vowel length.

\(^{69}\)Schlenker’s original example (Schlenker 2018b, (13)) contained an additional context preceding the conditional, *I am normally rather patient. But...* I think the point can and should be made without this context, as it might be introducing the alternative with long (without lengthening) implicitly, suggesting that the speaker would be able to survive a long talk that is not very long.
In other words, it’s not obvious to me that vowel lengthening should be treated differently from, say, repetition of a degree modifier, as in (4.34).

(4.34)  

a. If the talk is very long, I’ll leave before the end.
\[\not\rightarrow\] If the talk is long, the speaker will leave before the end.

b. If the talk is very-very-very long, I’ll leave before the end.
\[\not\rightarrow\] If the talk is very long, the speaker will leave before the end.

It’s unclear what Schlenker would say about cases like in (4.34). Degree modifiers are clearly optional (i.e., “syntactically eliminable”, or “external”), and so is their repetition. Yet, degree modifier repetition has a very similar iconic effect to vowel lengthening. Putting the two into different categories would be missing a generalization.

The data on degree modifier uses of \(O\) above suggest that there might be something about degree modifiers that makes them unlikely to be non-restricting by default, regardless of whether they are “internal” or “external”. Of course, an investigation is in order to see if that’s actually the case, and if it is, an explanation would be in order why that is so. Furthermore, a question arises as to why the degree modifiers in LIS and Italian discussed in Aristodemo 2017 and mentioned previously in subsection 2.1.2.4 are different in that they do prefer to be non-restricting and thus do project by default. One obvious difference between the two, which might be relevant, is that \textit{completely}-type modifiers (which Aristodemo discusses) are maximal-degree modifiers and apply to closed-scale predicates while \textit{very}-type modifiers (which I discuss) are non-maximal-degree modifiers and apply to open-scale predicates. Also, specifically in the LIS case, the mere fact that there are no lexical alternatives without the ‘completely’ component might make the restricting interpretation unlikely. Finally, it would be informative to have systematic data on projection from various environments and possibility of local (i.e., restricting) interpretations both for attributive and predicative uses of predicates modified by the two types of degree modifiers. At this point I only have examples with predicative uses (the reason being that articulatory integration of prospeech gestures and facial expressions is easier in this case), and Aristodemo’s examples are mixed.
Either way, this is an interesting question for future research.

To sum up, the differences in projection behavior between the two uses of $O.O$ seem to be due to how it composes in the two cases, which is determined by where it merges in the syntactic structure. Furthermore, the way composition determines projection for mirative facial expressions is the same as for mirative spoken adverbs. This, once again, supports the general idea that we should treat content-bearing non-spoken content in the same way as spoken content when it comes to its compositional integration into utterances.

### 4.5 The role of convention

In reaction to the data on the $O.O$ facial expression discussed in the previous section, Philippe Schlenker (p.c.) made the point that this facial expression might not be “iconic”, but rather “grammatical”. Schlenker’s (2018b) typology was originally meant to be about “iconic” expressions only, so one could argue, it does not apply to “grammatical” expressions.

Now, there is, of course, no direct a priori opposition of iconicity (i.e., similarity between the form of an expression and its meaning) and level of grammaticalization, or conventionalization. For example, iconicity abounds in highly grammaticalized processes in sign language, such as anaphora or role shift (see, e.g., Schlenker 2018e for an overview). However, I take the spirit of Schlenker’s comment to be that his original typology can be taken to only apply to phenomena that are not conventionalized, but rely exclusively on iconic mechanisms for interpretation—as opposed to phenomena that might or might not involve iconicity, but are conventionalized. In this section I will argue against both the practicality of such a typology and the need for it.

The main practical argument against creating such a typology is that it will require one to...
take a principled stance on what’s conventionalized and what’s not. What would be the criteria for that? For example, is Schlenker’s comment meant to extend to other facial expressions, such as negative attitude expressions in spoken and sign language, which Schlenker does integrate into his typology? The same question can be raised about some sign language processes discussed in Schlenker 2018b. For example, Schlenker’s typology includes iconic modulations of verb signs, such as \textit{GROW}, that indicate, for example, the magnitude or the speed of growing. He maintains that the typology of “iconic enrichments” does apply to such modulations and that they are by default at-issue, because they don’t have their own time slot and are “internal”. It’s unclear, however, why treat these modulations as “enrichments” rather than gradient internal morphemes in the first place that contribute at-issue content because semantically they are ordinary manner modifiers, and there is no reason for them to prefer to be non-restricting, because they don’t exist in a secondary modality with respect to the verb sign. Non-linear morphology exists even in spoken language and is a trademark property of sign language. The gradient nature of these modulations shouldn’t prevent them from being treated as morphemes either; for example, many phenomena in sign language are gradient (e.g., various geometric properties of sign language pronouns), and yet have been treated as grammatical by various people including Schlenker himself (again, see Schlenker 2018e for an overview). In fact, the general view in Schlenker 2018e that iconicity is an integral part of many grammatical processes in both sign language and gesture seems at odds with the assumption that modulations of sign language verbs discussed in Schlenker 2018b are not grammatical. If they are, however, and if Schlenker’s typology is indeed meant to only predict projection of non-conventionalized phenomena, these modulations shouldn’t be part of it.

Besides, using conventionalization as a criterion for including a given phenomenon into the typology of projective content seems to rely on a tacit assumption that whether something is conventionalized or not is a categorical and rigid distinction. It’s unclear to me that this assumption is justified, and it’s also unclear to me how such a typology is meant to be applied if this assumption doesn’t hold.

Now, all these issues (having to come up with criteria for what’s conventionalized and
what’s not, having to take a definitive stance on some of the less obvious cases, having to deal with the possibility that conventionalization is a gradient process) only arise if one believes that conventionalization status delineates a natural class of content with respect to projection and, thus, warrants creating a classification of non-conventionalized phenomena in regard to projection patterns to the exclusion of anything conventionalized. I don’t think such a belief is justified.

For example, the broad intuition pursued in Schlenker’s work that secondary modality content co-occurring with something in the primary modality (“co-something” content) tends to be truth-conditionally vacuous applies to clearly conventionalized co-speech gestures. Thus, in all examples in (4.35), the contribution of the gesture does seem to project by default, even though a non-projecting interpretation of the gesture would be perfectly reasonable (and can be obtained under pressure). If one were to exclude such gestures from consideration when developing a classification of projective content that includes non-conventionalized co-speech gestures, they would be missing a generalization.71

(4.35)  

a. If we wanna celebrate my defense, we better go to a store now.  
   → If we wanna celebrate my defense, we better go to a store now.  
   → If we celebrate my defense, we’ll do so by drinking alcohol.  
   (Cf. If we wanna celebrate my defense by drinking...)  

b. If you bring a semanticist to my talk, I’ll likely fight with them.  
   → If you bring a semanticist to my talk, I’ll likely fight with them.  
   → ≈All semanticists are crazy.  
   (Cf. If you bring a crazy semanticist to my talk...)  

71In fact, as mentioned in the previous section, Schlenker himself maintains that his typology is meant to apply to the conventionalized Italian gesture COMPLETELY discussed in Aristodemo 2017. I believe it would be hard to come up with a principled explanation of why one and the same typology would apply to conventionalized gestures but not conventionalized facial expressions.
c. If I buy a smartphone, I won’t be able to pay rent next month.
→ If I buy a smartphone, I won’t be able to pay rent next month.
→ ≈All smartphones are expensive.
(Cf. If I buy an expensive smartphone...)

Now, in footnote 45, I alluded to the possibility that conventionalized gestures can have conventionalized morphosyntactic constraints, which makes sense, if they are stored in the lexicon just like spoken morphemes. For example, while the gesture DRINK above is fairly flexible in this respect (it seems to be a root that can combine with different category heads in different syntactic contexts, so it can become a verb, an adjective, or a noun), there are conventionalized gestures that have much more narrow semantics. For example, one such gesture is FINGERS-CROSSED, which seems to only function as an optative (i.e., indicating a wish or a hope) sentence-level adverb, akin to hopefully, but can’t be used as an adjective akin to hopeful, as shown in (4.36). In this respect, it behaves exactly like its verbatim spoken counterpart, fingers crossed, and, unsurprisingly, projects in the exact same way.

(4.36) a. If Zoe wins the race FINGERS-CROSSED, her mother will be proud.
→ The speaker wants Zoe to win the race.

b. If Zoe, hopefully, wins the race, her mother will be proud.
→ The speaker wants Zoe to win the race.

c. If Zoe wins the race—fingers crossed—her mother will be proud.

72 I thank Patrick Grosz (p.c.) for discussing this gesture with me.

73 Curiously enough, FINGERS-CROSSED seems to work both as a co-speech gesture and a prosodically independent gesture, following the clause it combines with—without any obvious consequences for projection. A similar gesture, KNOCK-ON-WOOD, seems to prefer being postposed. I suspect this might be partially due to the fact that the knocking gesture is harder to integrate prosodically with speech, but it might also be due to the specific lexical semantics of KNOCK-ON-WOOD, which is performed to prevent jinxing post factum—ironically or not—and, thus, requires an antecedent that could potentially cause said jinxing.
The speaker wants Zoe to win the race.

d. *A stuntwoman\textit{FINGERS-CROSSED} entered the room.

e. A hopeful stuntwoman entered the room.

f. *A—fingers crossed—stuntwoman entered the room.

Similarly, conventionalized gestures used in polar responses (e.g., head nods and head shakes in many cultures) also have very narrow semantics and are, thus, very constrained morphosyntactically (see Esipova 2019d for a recent in-depth discussion of such gestures). It’s unclear how one would even ask the question of projection for such gestures, and the exact same unclarity arises for spoken polarity marking particles like \textit{yes} and \textit{no}. It’s quite certain, however, that gestures in polar responses do not come with any assertion-dependent inferences akin to cosuppositions.

Thus, one would not want to maintain that co-speech \textit{FINGERS-CROSSED} or head gestures used in polar responses generate cosuppositions, which is what applying Schlenker’s typology to these cases would predict. If, however, we still wanted to generate cosuppositions for cases like in (4.35), we would have to find a principled way in which the two types of conventionalized gestures are different—a goal that parameters like having its own time slot, being “internal” vs. “external”, or being conventionalized vs. non-conventionalized can’t possibly accomplish (in all these cases we are dealing with co-speech, “external”, conventionalized expressions).

Under the composition-based, modality-neutral view of projection developed in this dissertation, there is no dilemma. The conventionalized gestures in (4.35) can give rise to cosuppositions a.k.a non-restricting modifier inferences because they can be construed of as modifiers, but being co-speech, they will then prefer to be non-restricting modifiers.\footnote{Supplement-like construals are likely possible for all the cases in (4.35), too.} Modifier construals are not possible for \textit{FINGERS-CROSSED} or head nods/shakes due to their narrow conventionalized semantics, so no cosuppositions a.k.a non-restricting modifier inferences will ever be generated.

Level of conventionalization is, thus, not a relevant parameter for projection under the composition-driven view. What matters is how a given gesture composes, and gestures will be constrained in how they can compose (to a varied degree). Whether these constrains arise due to...
convention or due to iconic considerations is immaterial to how they will project, if at all.

If one discovers that, in fact, level of conventionalization does play a role in whether and how a given piece of content projects, further independent principles can be added to the system. For example, we might find out that level of conventionalization interacts with how we determine the hierarchy of modalities, which is relevant for whether a given piece of content will prefer to be truth-conditionally vacuous in the first place and which we still need to investigate in greater detail. Pending such discoveries, however, I do not see any need for integrating level of conventionalization into the system.

To sum up, the response to Schlenker’s comment is that indeed, mirative facial expressions can be (and probably are) highly conventionalized, which is probably also the case for other facial expressions. That might be constraining their composition, which, in turn, will constrain their projection. However, there doesn’t seem to be a direct link between level of conventionalization and projection, and a typology of projective content that is built on the assumption that such a link exists is both impractical and unnecessary.

4.6 Concluding remarks

The discussion throughout this chapter leads to the following conclusion: if we want to approach content-bearing secondary modality content as linguists, we should do so at all levels of representation. Most importantly, we cannot ask the question of how a given piece of content projects before we determine how it composes in the syntax/semantics.

We have seen throughout this chapter, based on data on hand gestures and facial expressions, that formulating the rules determining the exact projection pattern—in particular, cosupposition vs. supplement—in terms of linearization or being “internal” vs. “external” doesn’t work. Associating the two projection patterns with two composition strategies (modifiers and supplements), however, yields precisely the right result.

Now, the “co-something” status of a given piece of content (i.e., the status of being a sec-
ondary modality piece of content co-occurring with something in a more primary modality), whose role is emphasized in Schlenkler’s work, is still important for projection in that it can result in a preference for a truth-conditionally vacuous interpretation. However, how such an interpretation is assured—by generating a non-restricting modifier inference/cosupposition or via the supplement projection mechanism—is not determined by the “co-something” status of a given piece of content, but rather by how this piece of content composes.

I would like to finish with two methodological points that echo the main theoretical points made throughout this chapter. The empirical discussion in this chapter clearly shows that when checking if a certain content-bearing secondary modality expression (gestural, musical, pictorial, etc.) integrated into an utterance projects as a cosupposition or as a supplement, one should entertain various attachment possibilities and corresponding interpretations. Otherwise, if one’s explicit or implicit goal is to support a typology based on temporal alignment for such content, they might find themselves subject to a confirmation bias whereby they only check the projection behavior of modifier constructions for “co-something” expressions and supplement constructions for expressions with their own time slot.

The second point is that when checking how something projects, one should not only check whether the resulting inference is conditional or not (supplements can give rise to conditional inferences), but also whether it can in principle be interpreted locally under semantic operators. We have seen over and over again in this chapter that inferences contributed by modifiers can in principle be interpreted locally (when those modifiers are restricting), but inferences contributed by supplements normally cannot. If a given piece of content gives rise to inferences that cannot be interpreted locally under one interpretation, but can under another, one should consider that this piece of content composes differently in the two cases, and, consequently, two different projection mechanisms are at play.
Chapter 5

Phi-features on pronouns

Abstract

In this chapter I observe that phi-features on pronouns project similarly to non-restricting modifier inferences. I propose an analysis of internal composition of pronouns that assures that phi-features are obligatorily non-restricting modifiers, which means they always give rise to non-restricting modifier inferences. The proposed analysis is both more explanatory and morphosyntactically plausible than the standard view whereby phi-features on pronouns trigger presuppositions lexically. I also discuss the limited local context sensitivity of gender on pronouns. In particular, I adduce novel data from a mini-poll showing that this phenomenon is subject to more variation across and within speakers than previously believed, patterning with T–V features on pronouns in Russian, and sketch the direction for analyzing both gender and T–V on pronouns as FORM INDEXICALS, i.e., indexicals that are interpreted relative to indices that keep track of appropriate forms of expressions (thus, unifying and enriching some of the previous insights in the literature, such as Yanovich 2010 and Schlenker 2007). This treatment of gender and T–V on pronouns is independent of their non-restricting modifier status. In the final section of this chapter I propose to treat height specifications on verbal gestures as modifiers of incorporated nominal arguments, which give rise to non-restricting modifier inferences when they are non-restricting. This analysis explains the empirical parallels between height specifications on gestures and phi-features on pronouns observed in Schlenker & Chemla 2018.
5.1 Projection of *phi*-features

We have seen in (1.1b), repeated below as (5.1), that *phi*-features on pronouns by default contribute projecting inferences:

\[(5.1) \quad \text{If Skyler}_i \text{ brings her}_i \text{ dog, I’ll give you $10.} \]

→ Skyler is female.

The inferences contributed by *phi*-features on pronouns project very strongly, i.e., they cannot be interpreted locally, not even under severe pressure, as shown in (5.2) below. In (5.2a), the inference contributed by the gender feature on *her* is allowed to project, so the sentence is felicitous. In (5.2b), the gender inference can’t project because of the context, so it has to be interpreted locally, but for some reason this option is not available for *phi*-features, so the sentence is infelicitous.

\[(5.2) \quad \text{Context: In a magical universe, the speaker is inspecting a victim of a curse that is especially powerful when a woman casts it. ...} \]

a. \text{...The speaker thinks that either Lucius or Bellatrix cast the curse.}

I don’t know if it was Lucius or Bellatrix, who cast the curse, but if she\(i\) cast it, the victim is unlikely to recover.

→ The referent of she is female.

b. \text{...The speaker has no suspects.}

#I don’t know the gender of [the person who cast the curse], but if she\(i\) cast it, the victim is unlikely to recover.

\(\not\rightarrow\) The referent of she is female.

Intended: ‘...if \((x)_i\) is female and she\(i\) cast it...’

The contrast in (5.2) is intuitively similar to the contrast we have seen for non-restricting modifiers. In (5.2a), there are two potential referents, and the QUD is about which of the referents is the culprit. The two referents differ along a certain dimension, namely, gender, but the gender on the
pronoun only helps you identify the referent of she (in the absence of overt indices in spoken language); the content of the gender feature does not address the QUD and is thus free to project. This is similar to ‘Projecting non-restricting’ scenarios from Chapter 3, where we would also have two potential referents (e.g., Stephanie’s only cat and her only dog) that differ along some dimension (e.g., size), which is in some way relevant in the context, but does not address the QUD and is thus free to project.

In (5.2b), however, we only have one referent with an unknown characteristic along the gender dimension, and we are trying to use the gender feature on her to locally establish this characteristic, but fail. Something similar is happening in ‘Non-projecting non-restricting’ scenarios from Chapter 3, where we would also have one referent (e.g., Stephanie’s only dog) with an unknown characteristic (e.g., size), which cannot be established locally via a modifier.

In section 5.3, I am going to argue that this similarity obtains because phi-features on pronouns are in fact non-restricting modifiers, but the non-restricting interpretation is obligatory for them due to how denotations of pronouns are built. But before that, let’s take a look at the standard analysis of phi-features on pronouns as lexical presuppositions.

5.2 Lexical presupposition analyses of phi-features

Projecting inferences of phi-features on pronouns have been traditionally analyzed as lexical presuppositions. Below I review two representative analyses within this approach.

In Heim & Kratzer 1998 (also, e.g., Cooper 1983; Sudo 2012), the pronoun starts out as an index variable of type e whose value is supplied by the assignment function g. Phi-features then merge one by one and check their respective presuppositions about the value of this variable. If its presupposition is satisfied, the feature passes this value on; if it isn’t, the feature returns a failure. In (5.3) I provide Heim & Kratzer’s structure for she (for simplicity, I only include the gender feature; their treatment of number and person is analogous).
Elbourne (2005) treats pronouns as definite descriptions, which have an *et*-type NP layer. Not all pronouns bear indices in Elbourne’s analysis, but in those that do, the NP denotes the property of being the value of the pronoun’s index.\(^75\) This NP combines with a determiner that is similar to the definite article, but comes with additional presuppositions contributed by the *phi*-features. Elbourne further assumes that in English pronouns, the NP doesn’t have an overt exponent, and morphemes like *she* spell out the determiner. Elbourne’s structure for an indexed *she* is given in (5.4) (again, I only include gender).

\[\begin{align*}
\text{Indexed pronouns in Elbourne 2005} \\
\text{DP} \\
\text{she}_i \\
\lambda x : \text{female}(x).x \quad \text{she}_i \\
\end{align*}\]

There are several issues with the two analyses of *phi*-features on pronouns above.

First, if *phi*-features are lexical presupposition triggers, they have to be strong, in the sense

\(75\)I am simplifying Elbourne’s treatment of indices in a way that is not crucial for anything here.
that the inferences they trigger cannot be locally accommodated, even under maximal pressure, as shown in (5.2b). As mentioned before in subsection 2.1.2.3, the weak–strong distinction is a descriptive, not an explanatory one. Much of the presupposition literature explicitly or implicitly assumes that why some expressions trigger presuppositions in the first place, as well as how strong those presuppositions are, is determined lexically. The literature that does try to come up with a principled triggering algorithm (see Abrusán 2011 for an overview as well as one of the proposals) typically targets weak triggers (usually by design). Strong triggers thus remain a mystery. Either one needs to explain why a given triggering algorithm cannot be undone for such triggers, or we should just give up on non-lexical triggering algorithms for strong triggers and assume that their presuppositions are purely lexical. The latter option is particularly vexing in the case of phi-features, since it is entirely unclear then why languages systematically divide the lexical content of pronouns into at-issue and presuppositional in the same way, i.e., with the index being at-issue but the featural content being presupposed.

Second, the composition strategy used by the feature in (5.3) is an unusual one. Do we have adnominal content other than phi-features that only checks presuppositions? If we don’t, then, all other things being equal, an analysis that doesn’t have to posit a new composition strategy to handle phi-features will have an edge over an analysis that does.

Elbourne’s analysis doesn’t run into this issue, but only because he doesn’t put phi-features into separate nodes in the syntax in the first place, instead lumping them all in D. This is incompatible with any framework that builds words in the syntax, such as Distributed Morphology (Halle & Marantz 1993 et seq.) or Nanosyntax (see Starke 2010 for a brief overview), given that in many languages pronouns are morphologically complex. Heim & Kratzer’s analysis does posit separate nodes for phi-features, but it is morphosyntactically implausible for a different reason.76 There have been arguments in the literature that pronouns do need an ⟨e, (s)t⟩-type layer going back as early as Postal 1966. Postal adduces examples like we linguists to argue that English pronouns can be modified. However, one could argue that in examples like this linguists is actually a prosodically

---

76 It’s also unlikely that phi-features are DP-level adjuncts, which is also why I am not proposing to treat them as supplements. But the labels in (5.3) are not a crucial part of Heim & Kratzer’s analysis.
integrated appositive, as it doesn’t interrupt the pronoun.

Some recent striking evidence that pronouns can be modified internally comes from Lee’s (2019) work on Khoekhoe pronouns, which can be modified by \((e, (s)t)\)-type properties, including compositionally complex ones, wedging between the morpheme realizing person and those realizing gender and number, as shown in (5.5). Note also that the data like in (5.5) would be hard to reconcile with an Elbourne-style view whereby all featural content of a pronoun is in D.

(5.5) \(\text{sáá-}^{h}\text{üpíxā-nàmā-t-ò} \)
\(2\text{-loud-Nama-MIX-PL} \)
‘you loud Namas\(^{77}\)(men and women, more than 2)’ (Khoekhoe)

There is, of course, an important question of whether these pronoun-internal modifiers in Khoekhoe also behave as non-restricting modifiers, and in ongoing joint work Lee and myself have confirmed that indeed they do. First, these modifiers can never be used to restrict a set of potential referents. For example, (5.6) is OK if uttered while pointing at ten women all of whom are doctors, but bad if only some of these women are doctors and the speaker is trying to use doctor to restrict the set.

(5.6) \(\text{?í-}^{h}\text{áé-tí-}^{?}\text{áo-tí} \)
\(3\text{-heal-?}-\text{person-F.PL DECL I FUT follow} \)
‘They doctors (female, more than 2) will follow me.’ (Khoekhoe)

✓ ‘They are all doctors, and they will all follow me.’

✗ ‘Those of them who are doctors will follow me.’

Furthermore, the inferences contributed by these pronoun-internal modifiers have to project, just like the inferences of phi-features, as shown in (5.7), which is OK in a context in which the speaker knows that the woman they are talking about is a doctor, but bad in a context in which they don’t know if she is.

(5.7) \(\text{?í-}^{h}\text{áé-tí-}^{?}\text{áo-s} \)
\(3\text{-heal-?}-\text{person-F.SG follow if/SEMELFACT me then DECL 3-F.SG-OBL FUT help} \)

\(^{77}\)Namas are the largest Khoekhoe-speaking ethnic group.
‘If she doctor follows me, she will help.’

✓ ‘She is a doctor, and if she doctor follows me, she’ll help.’

✗ ‘If (she is a doctor and she follows me), she’ll help.’

To sum up, a morphosyntactically plausible structure for pronouns is one where (i) pronouns have an \(<e, (s)t>\)-type layer, and (ii) phi-features have their own nodes within this layer.

5.3 Proposal: phi-features as obligatorily non-restricting modifiers

I propose that we can avoid all the issues above and have a conceptually appealing and morphosyntactically plausible analysis of phi-features on pronouns by treating them as modifiers that are, furthermore, obligatorily non-restricting. The reason why phi-features are always non-restricting is that they always modify the Elbourne-style property of being the value of the pronoun’s index, whose extension is always a singleton set (containing one individual, atomic or plural).\(^{78}\) As established before in subsection 2.1.2.3, if a modifier instance modifies an expression whose extension is a singleton set, it can’t be restricting and, thus, has to be non-restricting.

After all the phi-features have merged, a determiner applies to the resulting set and returns the individual in it, which is the value of the index. Thus, the internal composition of pronouns resembles that of other nominals much more closely: they start out as \(<e, (s)t>\)-type properties, can be modified as such,\(^{79}\) and finally combine with a determiner yielding an individual.

This composition is exemplified in (5.8) for the English pronoun she (once again, for now I am only showing how things work for gender).

\(^{78}\)Once again, for Elbourne (2005), not all pronouns bear indices. His motivation for having pronouns that are index-less definite descriptions is to handle donkey anaphora. My motivation for treating pronouns as definite descriptions is completely independent of donkey anaphora-related considerations, and I assume that all pronouns bear indices.

\(^{79}\)Language-specific restrictions on how pronouns can be modified could come from which lexical items a given language has to spell out which chunks of structure. For example, if English she can only spell out an uninterrupted structure consisting of the property of being the index value and all the relevant phi-features, no additional modifiers will be allowed, since there will be no way to spell out the resulting structure.
In (5.8), I am assuming intersective composition of the feature and the property it merges with for simplicity. I’m also agnostic about the labels and the morphosemantic mapping within a pronoun, i.e., which morpheme spells out which part of meaning. Finally, the denotation I give to the [fem] feature in (5.8) is likely a simplification and would need to be refined for other cases. For example, in many languages the [masc] feature would need to impose a weaker requirement that at least one of the atoms of $x$ is male. That would be needed to capture the uses of masculine plural pronouns to refer to a mixed-gender group (e.g., French ils ‘they.masc’). Similarly, adjustments would need to be made for various gender-neutral uses of feminine and masculine pronouns. Those adjustments, however, are needed under any analysis of gender features, and they are relatively easy to make without affecting the main point of my proposal, so I won’t explore this issue further. I will, however, discuss the more general issue of the limited local context sensitivity often exhibited by gender on pronouns and how it can be captured by changing the lexical semantics of gender features in the next section.

As any other non-restricting modifiers, phi-features contribute non-restricting modifier inferences; in (5.8), the inference would be $\forall x \forall w \left[ \left[ e'' \right] (w) \rightarrow (\lambda x.x = g(i) \rightarrow \text{female}(x, w)) \right]$. As things stand, this inference projects relative to a local context $c''$. It is unclear, though, how sensitive gender inferences actually are to local contexts, and I come back to this issue in the next section.

Note that there is an additional difference between my analysis and Elbourne’s. Elbourne
explicitly adds presuppositions of existence and uniqueness to the denotation of the pronoun determiner. He does that, because for him not all pronouns bear indices, and the property the determiner combines with can be some contextually salient property. In those cases, he has to rely on the existence presupposition of the determiner to assure projection of the inferences contributed by phi-features. For me, all pronouns bear indices and, thus, all phi-features are non-restricting modifiers and project as such. Making the projection of phi-feature inferences an epiphenomenon of the projection of a lexical presupposition of existence would be empirically problematic, since existence inferences of definites are not as strong as phi-feature inferences—or other non-restricting modifier inferences, for that matter, as shown before in (2.32). If phi-feature inferences projected as part of lexical existence presuppositions, it’s unclear why local accommodation of said existence presuppositions couldn’t save the day in cases like (5.2b). The existence and/or uniqueness presuppositions can still be part of the \( \iota \) operator; they just aren’t doing any work for me.

Now, what about number and person? The nature of the content contributed by person features is such that the empirical parallels with non-restricting modifiers are not as easy to make as for gender (i.e., it is hard to imagine in context in which the QUD would be about who is the speaker or addressee of the utterance being produced). The contrast in (5.2), however, can be replicated for number, which is what I do in (5.9).

\[(5.9)\] Context: In a magical universe, the speaker is inspecting a victim of a curse that is powerful when cast by a single person, but its effect is weakened if two or more people jointly cast it.

\[\approx 'If you read some of the assigned books, this won’t be enough to pass.\]
a. ...The speaker thinks that either Bellatrix (standing on the left of the speaker) cast the curse alone or the curse was cast jointly by the siblings Alecto and Amycus (standing on the right of the speaker).

I don’t know who cast the curse, but if she cast it, the victim is unlikely to recover.

→ The referent of she is singular.

b. ...The speaker has no suspects, but they know that only women can cast this curse.

#I don’t know how many women cast the curse, but if she cast it, the victim is unlikely to recover.

✓ The referent of she is singular.

Intended interpretation: ‘...if \((x_i \text{ is an atomic individual and she}_i \text{ cast it})\)...’

In the proposed system, person and number are meant to work in the same way as gender, as shown in (5.10) (\(\leq\) stands for ‘is a mereological part of’; I omit worlds for simplicity); the non-restricting modifier inferences are computed for each modifier (\(X_1 \Rightarrow X_2\), \(X_2 \Rightarrow X_3\), and \(X_3 \Rightarrow X_4\); each of these expressions would need to be entailed by the local context \(c''\)). The details might need to be refined (for example, one might want to split person into \([-\text{speaker}]\) and \([-\text{addressee}]\) or alter the lexical entries for some features), but I believe (5.10) to be a viable rough sketch. The flexible nature of the proposed compositional structure is compatible with a wide variety of specific morphosyntactic analyses of pronouns, as long as the semantic types work out.

5.4 Gender, local contexts, and indexicals

If the inferences that \(\phi\)-features on pronouns give rise to are non-restricting modifier inferences, they should be sensitive to local contexts. However, as I mentioned in the previous section, things are not as clear-cut for gender inferences, in a way that goes beyond the proviso problem.

In (5.11), the presupposition of too is not satisfied globally, but because it is entailed by the

\[^{82}\text{Cf. I don’t know how many people cast the curse, but if there was only one of them...}\]
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(5.10) **Pronouns in the proposed system (complete)**

\[
\begin{align*}
\text{she}_i \\
\lambda x. \neg \exists y \left[y \leq x \land \left[\text{speaker}(y) \lor \text{addressee}(y)\right]\right] \land \\
\text{atom}(x) \land \text{female}(x) \land x = g(i) \\
\lambda P. \lambda x. P(x)
\end{align*}
\]

\[
\begin{align*}
\lambda x. \neg \exists y \left[y \leq x \land \left[\text{speaker}(y) \lor \text{addressee}(y)\right]\right] \land \\
\text{atom}(x) \land \text{female}(x) \land x = g(i)
\end{align*}
\]

\[
\begin{align*}
\lambda x. \neg \exists y \left[y \leq x \land \left[\text{speaker}(y) \lor \text{addressee}(y)\right]\right] \\
\text{atom}(x) \land \text{female}(x) \land x = g(i)
\end{align*}
\]

\[
\begin{align*}
\lambda x. \neg \exists y \left[y \leq x \land \left[\text{speaker}(y) \lor \text{addressee}(y)\right]\right] \\
\text{atom}(x) \land \text{female}(x) \land x = g(i)
\end{align*}
\]

local context created by the antecedent of the conditional, the use of *too* is felicitous. This is true both for counterfactual conditionals (the “counterfactual scenario”) and for indicative ones (the “ignorance scenario”).

(5.11) a. If Mia was in the library, Lea would be there, too. \textit{counterfactual scenario}

b. If Mia is in the library, Lea is there, too. \textit{ignorance scenario}

Yanovich (2010) claimed that gender on pronouns is insensitive to counterfactual local contexts, i.e., the form corresponding to the actual gender of the referent should be used in examples like
(5.12a), but in ignorance scenarios, as in (5.12b), the form justified by the local context can—and, in fact, has to—be used.

(5.12)  

a. **Context: There is a kid named Sasha, and I know that Sasha is a girl.**

   I will buy Sasha a toy train. If Sasha were a boy, I would buy {#him, her} a doll.

   (Yanovich 2010, (13))

   b. I am at the end of my wits. If Sasha is a boy, I should buy him a doll. But if Sasha is a girl, I'd rather buy her a toy car.

   (Yanovich 2010, (11))

Sudo (2012) claimed that examples like (5.13b) are better than (5.13a) (the latter is meant to replicate Yanovich’s example in (5.12a)).

(5.13)  

a. #If John were female, she would be popular among the boys.  

   (Sudo 2012, (49))

   b. ?If John were a beautiful girl, all the boys would ask her out.  

   (Sudo 2012, (50))

Yanovich proposed to treat gender on pronouns as indexical presuppositions, refining the original proposal in Cooper 1983 and outlining the directions for technical implementation of this idea.

I believe that Yanovich’s insight is ultimately correct, but its implementation can benefit from (i) exploring variation across and within speakers, and (ii) comparing gender on pronouns to ordinary indexicals as well as other expressions that can be viewed as indexical, but also come with a socially relevant dimension. In this section, I do both and observe that while at least some ordinary indexicals categorically follow the pattern in (5.12), gender on pronouns exhibits much more variation, especially in ignorance scenarios and especially if the gender-neutral *they* is added as an option, patterning with T–V pronoun features in Russian. I propose to analyze gender and T–V as a special kind of indexicals (FORM INDEXICALS), and, while I don’t provide a detailed technical analysis, I outline a way to capture this insight formally that leaves room for variation.

Now, why would treating an expression as indexical allow us to limit its local context sensitivity? Indexicals are evaluated with respect to a context parameter $c_p$ on the evaluation

---

83I use the $p$ subscript to distinguish between $c$ as a local context computed for presupposition projection and $c_p$ as
function that stores the speaker, the addressee, the time and place of the utterance, etc. (see, e.g., Schlenker 2018d for an overview). Certain environments can introduce a context parameter $c_p'$ different from the actual one $c_p^*$, and some indexicals can shift and be evaluated with respect to $c_p'$. This process can be kept independent of local context computation for presupposition projection, i.e., local contexts don’t have to introduce $c_p'$, and even if they do, indexicals don’t have to shift.

How do ordinary indexicals fare empirically in counterfactual and ignorance scenarios from above? In English, if the actual value of an ordinary indexical such as *I* or *here* is known, you can’t use this indexical to refer to a counterfactual speaker or location. Thus, in (5.14a), *I* in the consequent cannot refer to Lea, and in (5.14b), *here* in the consequent cannot refer to St. Petersburg.

(5.14) 

a. If Lea was the speaker of this utterance, {#I, she} would be speaking in a louder voice.

b. If we were in St. Petersburg now, we would be having fun {#here, there}.

It would be hard, if not impossible, to come up with relevant ignorance scenarios for *I* (we typically expect the speaker of the utterance to know they are uttering it), and *you* comes with additional complications, so I will not attempt constructing relevant examples for these indexicals. However, we can try doing it for *here*. In (5.15), *here* can be used to refer to St. Petersburg, and it would be weird to use *there* in this case.

(5.15) I don’t know if we’re in Moscow or in St. Petersburg now, but if we’re in St. Petersburg, we’ll have a lot of fun {here, #there}.

In other words, (5.14b) matches the pattern reported for gender in Yanovich 2010. However, loca-

---

84 Such as biscuit conditional interpretations of examples like the one below (said, for instance, over the phone), in which case the antecedent can be viewed as a condition on producing a certain speech act, which can behave more like a quotation.

(vii) If I am talking to Jackie right now, you owe me $10.
tive indexicals don’t signal a (relatively) stable and socially relevant property such as gender, and, furthermore, English has no neutral or default locative pro-form (the latter fact might be a consequence of the former).

I find that the empirical picture for gender is actually more complicated, however, and people vary a lot in what forms they allow in examples like (5.12), especially in ignorance scenarios. I believe that a more controlled experimental study is needed to establish which judgement patterns are robust and what the magnitude of variation is. In the meantime, in Table 5.1, I report the results of an informal mini-poll for the list of examples in (5.16). I added (5.16e) as (i) a non-contrastive ignorance example, (ii) an ignorance example where the individual in question is presumably an adult. The latter was done, because I had an a priori hunch that some speakers might disprefer using gender-neutral they to refer to children; as can be seen from Sp3’s comment, they shared this intuition. There is a further difference between (5.16b) and (5.16e) (as well as between (5.16d) and (5.16c)), to which I will come back, in that the former has gendered indefinites while the latter doesn’t. Ten native speakers of English were asked to list all the forms they in principle accept for each of the examples, indicating any preferences; some of them also provided additional comments, which I report verbatim (with occasional notational changes).

(5.16) a. **Context: Sasha is a girl.**

I will buy Sasha a toy train. If Sasha were a boy, I would buy \{him, her, them\} a doll.

b. **Context: Sasha’s gender is unknown.**

I am at the end of my wits. If Sasha is a boy, I should buy \{him, her, them\} a doll. But if Sasha is a girl, I’d rather buy \{her, him, them\} a toy car.

c. **Context: John is male.**

If John were female, \{she, he, they\} would be popular among the boys.

d. **Context: John is male.**

If John were a beautiful girl, boys would ask \{her, him, them\} out.
e. **Context: Skyler’s gender is unknown.**

If Skyler is female, we should invite \{her, him, them\} to join our ‘Women in Formal Semantics’ discussion group.

Table 5.1: Results of a mini-poll on local context sensitivity of gender on pronouns. Accepted forms and preferences for the list of examples in (5.16).

<table>
<thead>
<tr>
<th></th>
<th>(5.16a)</th>
<th>(5.16b)</th>
<th>(5.16c)</th>
<th>(5.16d)</th>
<th>(5.16e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sp1</td>
<td>her</td>
<td>⟨them, them⟩ &gt; he</td>
<td>him</td>
<td>them &gt; her</td>
<td></td>
</tr>
<tr>
<td>Sp2</td>
<td>her &gt; them</td>
<td>⟨him, her⟩ = ⟨them, them⟩</td>
<td>he &gt; they</td>
<td>him &gt; them</td>
<td>her = them</td>
</tr>
<tr>
<td>Sp3</td>
<td>her</td>
<td>⟨him, her⟩ = ⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>her = them</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Re (5.16b) vs. (5.16e): ‘...they [is] more natural in (5.16e) than in (5.16b). The use of they when you’re ignorant of someone’s gender is most natural for me with adults. Maybe because children are insufficiently animate to me. The {??baby, person} was carrying something, but I couldn’t see what was in their hands.’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp4</td>
<td>her</td>
<td>⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>her = them</td>
</tr>
<tr>
<td>Sp5</td>
<td>her</td>
<td>⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>them</td>
</tr>
<tr>
<td>Sp6</td>
<td>him = her = them</td>
<td>⟨him, her⟩ = ⟨them, them⟩</td>
<td>he &gt; (she = they)</td>
<td>him &gt; her &gt; them</td>
<td>her = them</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Re she in (5.16c): ‘It’s not impossible, but it feels playful/degraded.’</td>
<td>Re they in (5.16c): ‘I’m maybe feeling the combined markedness of they for someone whose gender is known, and the fact that gender is being discussed, confusing the intention of using they.’</td>
<td>Re her in (5.16d): ‘Better than she in (5.16c).’</td>
</tr>
<tr>
<td>Sp7</td>
<td>her</td>
<td>⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>them</td>
</tr>
<tr>
<td>Sp8</td>
<td>her</td>
<td>⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>them</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>‘I would expect to hear (though not necessarily personally accept) a wider range than this if I were back home; (5.16b), for instance, could be ⟨him, her⟩, and (5.16c) and (5.16d) could be her (though slightly less easily).’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sp9</td>
<td>her</td>
<td>⟨him, her⟩ &gt; ⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>her</td>
</tr>
<tr>
<td>Sp10</td>
<td>her</td>
<td>⟨him, her⟩ &gt; ⟨them, them⟩</td>
<td>he</td>
<td>him</td>
<td>her</td>
</tr>
</tbody>
</table>

Overall, there seems to be a robust contrast between the counterfactual examples ((5.16a), (5.16c), and (5.16d)) and the ignorance examples ((5.16b) and (5.16e)) in the amount of variation across and within speakers. In counterfactual examples, eight speakers only allowed the form corresponding to the actual gender of the referent in all the three examples; one speaker also allowed the gender-
neutral they (but preferred it less); yet another speaker allowed all the three forms, with further preferences depending on the specific example (the contrast between (5.16c) and (5.16d) reported in Sudo 2012 was only replicated for this speaker). In ignorance examples, the variation was more pronounced: three speakers only allowed they in both examples; three speakers equally allowed both the gendered form supplied by the local context and they in both examples (but see Sp3’s comment on using they to refer to children); two speakers preferred the gendered forms to they in (5.16b) and only allowed the gendered form in (5.16e); one speaker allowed both, but preferred they over the gendered forms; one speaker only allowed they in (5.16b), but equally allowed both they and the gendered form in (5.16e).

Now, all the polled speakers are PhD students in linguistics and are of roughly the same generation (all born between late 1980s and mid 1990s). They do differ in gender and sexual identity, race/ethnicity, place of origin, what other languages they speak, etc. I do not report any such specific details to better preserve their anonymity; since this is a mini-poll, no further conclusions could be drawn by including such details anyway. I would not be surprised if polling speakers of more varied ages and social backgrounds revealed even more variation (which is also what Sp8 seems to be alluding to in their comment). However, this poll shows that variation emerges even within a small and relatively socially homogeneous group. It is also possible, of course, that this is exactly the generation that is caught in the midst of a language change and, thus, exhibits the most variation.

T–V features on pronouns in Russian are like gender on pronouns in that if the appropriate form is known, counterfactual local contexts typically can’t override it. For example, in (5.17), the non-actual forms are inappropriate for the vast majority of speakers.

(5.17)  

(Context: The speaker is talking to a single person.) (Russian)

a. Esli by my s vami byli na ty, ja by {#tebja, vas} nazyvala if SUBJ we with you.PL were on you.SG I SUBJ you.SG you.PL called
   Maša.
   Masha
   ‘If you and I were on the T form basis, I would be calling you Masha.’
However, if the appropriate form is not known, more variation emerges. Thus, in (5.18a), most speakers I have polled so far prefer the—more marked—T form supported by the local context, but usually still allow the—less marked—V form to a varied extent (for one speaker the preference for the T form is categorical). A minority, myself included, prefer the V form. When the local context supports the V form in an ignorance example, however, it has to be used, as shown in (5.18b).

(5.18)  Context: The speaker is talking to a single person.  (Russian)

a. Ja ne pomnju, na ty my ili na vy, no esli na ty, ja budu nazyvayt’s
   I not remember on you.SG we or on you.PL but if on you.SG I will call
   %\{tebja, vas\} Masha.
   ‘I don’t remember if we are on the T or on the V form basis, but if we are on the T
   form basis, I will call you Masha.’

b. Ja ne pomnju, na ty my ili na vy, no esli na vy, ja budu nazyvayt’s
   I not remember on you.SG we or on you.PL but if on you.PL I will call
   \{#tebja, vas\} Marija.
   ‘I don’t remember if we are on the T or on the V form basis, but if we are on the V
   form basis, I will call you Maria.’

Of course, it would be interesting to see what happens in other languages with the T–V distinction—

---

85To clarify, lest anyone draw any incorrect conclusions from these examples about how Russians use full names vs. hypocoristics: at least in my experience, it is perfectly fine to call someone Masha while using the V form to address them. Calling someone Maria while using the T form is a bit more weird for me (but there is a song by Boris Grebenshchikov where he does exactly that).

86For me the preference is categorical; I cannot use the T form in (5.18a)—unless to performatively establish that we will be on the T form basis (which I am unlikely to do). This judgement about the perative nature of the T form use in (5.18a) is shared by at least one more speaker who prefers the V form in this case.
and more generally, with regularized honorific systems—in particular, in cases when none of the forms is perceived as unmarked/less marked (if such cases exist). So far I have only checked the relevant paradigm with one French speaker, and they pattern with the majority of Russian speakers, i.e., in counterfactual scenarios, they strongly prefer the actual form (although they were able to imagine some scenarios in which the counterfactual form would be marginally OK), and in ignorance scenarios, they allow both forms when the local context supports the T form (with a preference for the T form) and the V form only when the local context supports the V form. Of course, more cross-linguistic work might—and probably will—reveal more variation.

Schlenker (2007) treats T–V features—as well as slurs—as indexical presuppositions, but doesn’t discuss their local context sensitivity, nor does he draw parallels with gender on pronouns. Cepollaro (2017) does draw parallels between gender on pronouns and slurs regarding local context sensitivity, using examples similar to (5.19) to show that a counterfactual local context doesn’t “save” the speaker from signaling their prejudice by using the slur (ignorance scenarios would be hard to construct for slurs, as speakers are usually opinionated on whether or not they are biased against a certain group). However, she doesn’t make a connection to indexicals.⁸⁷

(5.19) Context: Mudblood is a term used in the ‘Harry Potter’ universe as a slur to refer to witches and wizards born to muggles, i.e., non-magical folks. A neutral term for magical folks born to non-magical folks is muggleborn.

If I was prejudiced against muggleborns, I would have cursed that mudblood.

→ The speaker is prejudiced against muggleborns.

⁸⁷Cepollaro assumes that gender features on pronouns are presuppositional and takes the fact that gender features on pronouns are often insensitive to local contexts to be an independent piece of evidence that not all presuppositions are sensitive to local contexts, which she uses to ultimately argue for a presuppositional analysis of slurs. I don’t find this reasoning convincing. The fact that gender features on pronouns and slurs exhibit similar insensitivity to local contexts only shows that there is something we need to explain in both cases (which might be due to a common source), not that both are presuppositional—especially, if one defines presuppositions as inferences projecting relative to local contexts. In fact, the question of whether a certain inference is a presupposition becomes meaningless if we treat “presuppositions” as a heterogeneous class without a single defining feature that includes inferences varying along a range of dimensions (triggering mechanism, availability of local interpretations, sensitivity to local contexts, etc.). Even if there is value in having such a broad class, we still need to explain the varied behavior of the inferences within this class along all these dimensions.
As said before, Yanovich (2010) does propose to treat gender on pronouns as indexical, but simplifies the empirical picture. Consequently, his attempts at implementing his theoretical insight rely on the assumption that gender features check one’s gender in a world index, which doesn’t seem very well-suited for capturing the more complex empirical picture in Table 5.1 and, in particular, the distribution of the gender-neutral *they*. Furthermore, equating gender on pronouns with one’s gender does not allow us to capture cases in which there is no direct one-to-one correspondence between one’s gender identity and their pronouns, for example, if several pronoun forms can be used to refer to the same person without them having multiple gender identities, if a person has pronoun forms other than \{he, she, they\}, etc.

I propose that in order to be able to handle this more complex empirical picture, we need to separate one’s gender from the third person pronoun forms that can be used to refer to them—just like we should think of the T–V features as signaling a convention within a pair of individuals about which forms they use to address each other\(^8\) rather than any independent properties of the individuals themselves or their relationship. While T–V conventions are established based on certain social norms that can involve hierarchical status, age, level of familiarity, etc., there is no direct one-to-one correspondence between a given form and a single property of a pair of individuals or their relationship, and there is ample variation in how these conventions are established and used. I propose that we can think of gender on pronouns in a similar way.

We can thus build on the above mentioned insights in the previous literature, but we need to enrich them. More concretely, I propose that we can treat both gender and T–V on pronouns as FORM INDEXICALS, associated with their own indices within \(c_p\): \(c_g\) keeps track of the preferred third person pronoun forms of individuals based on their gender identity (or lack thereof), and \(c_{TV}\)—of the appropriate second person pronoun forms for (ordered) pairs of individuals. For example, as a first pass, the denotations for [she-form] and [T-form] could be sketched as in (5.20).

\[
(5.20) \quad \begin{align*}
    \text{a. } [[\text{she-form}]]^{c_p} & = \lambda x \lambda w . x \text{ has she as the preferred pronoun form in } c_g \text{ of } c_p \\
    \text{b. } [[\text{T-form}]]^{c_p} & = \lambda x \lambda w . x \text{ is addressed as ty by the speaker } c_s \text{ of } c_p \text{ in } c_{TV} \text{ of } c_p
\end{align*}
\]

\(^8\)This is not to say that said conventions are always established or changed explicitly, of course.
I want to make it clear that the [she-form] feature should not be understood as the denotation for the entire pronoun; the composition of the pronoun remains complex. The new label is there to highlight that the link to the individual’s gender is now indirect.

Next, we can let local contexts create a local context parameter $c_p'\prime$ with its own index $c_g'$, but allow double indexing with both $c_p\ast$ and $c_p'\prime$. We then first check if the form used matches the form stored in $c_g\ast$. This captures the majority pattern whereby in counterfactual scenarios the actual form has to be used. If no form is stored in $c_g\ast$, we check the form used against $c_g'\prime$. The variation will then be in how speakers handle cases when the actual form is unknown. They can choose to store no form in $c_g\ast$ (in which case they will check the form used against $c_g'\prime$), or they can choose to store they in $c_g\ast$ (in which case gendered forms will clash with it). Some speakers will have equal command of both options while some will prefer one over the other (perhaps, categorically). It is also possible that some speakers store they, along with the more specific forms, for everyone (Sp2 in Table 5.1, for example, could be doing that), possibly with further competition-based preference for using the more specific forms when they are known. Furthermore, some speakers might allow $c_g'\prime$ to “save the day” when the form used clashes with the one stored in $c_g\ast$ (there seems to be one such speaker among those polled, Sp6). T–V features are meant to work analogously. Speakers can furthermore vary as to how they update the form indices (for example, whether they can set non-default form values based on perceived gender, what it takes for them to switch from a V to a T form, etc.).

Crucially, treating gender on pronouns as indexical is independent from treating it as an obligatorily non-restricting modifier giving rise to a non-restricting modifier inference. Except instead of something as simple as ‘being $g(i)$ entails being female’, we will be getting something like ‘being $g(i)$ entails having she as the preferred pronoun form in $c_g$ of $c_p$’. This inference can still project like a presupposition, but as before, it doesn’t have to be hardcoded lexically into any feature entries. This independence of the indexical nature of a given expression and the nature of the inference it contributes (i.e., whether it is presuppositional, and if it is, how this presupposition is triggered) is, of course, equally crucial for person features on pronouns, which also need to be
linked to $c_p$ and are, thus, indexical. Naturally, I would also treat T–V features as obligatorily non-restricting modifiers and the corresponding inferences as non-restricting modifier inferences.\textsuperscript{89}

I will remain ignorant as to whether slurs, too, should be analyzed as form indexicals. However, if slurs do trigger presuppositions, I would expect those to be lexical. Once again, these issues—the indexical nature of a given expression and its presuppositional status, as well as the nature of triggering—are independent of each other.

At this point I would like to go back to the purported contrast in (5.13). I suspect that her in Sudo’s example in (5.13b) can be understood as anaphoric to a beautiful girl, not to John. So, it is possible that for some of the speakers who accept her in (5.13b), a beautiful girl introduces a new entry in $c'_g$ for the hypothetical girl that John would be; in (5.13a), there is no expression that would do that. This intuition matches the observation in Yanovich 2010, fn. 3 that “[s]ome speakers are consistently more likely to be sympathetic to the use of a pronoun matching a non-actual gender in the presence of an overt obviously gendered DP—even if the DP is non-referential, as in [(5.12b)]”. I am not sure what exactly Yanovich means by “non-referential”, but I do believe that indefinites like the ones in (5.12b) and (5.13b) can introduce discourse referents available for anaphoric pick-up, as shown in (5.21a)—in contrast to (5.21b).

\begin{equation}
\begin{align*}
(5.21) & \quad \text{a. If Lea was a man, that man would be very beautiful.} \\
& \quad \text{b. ??If Lea was male, that man would be very beautiful.}
\end{align*}
\end{equation}

In fact, it is likely that we don’t see more speakers from my mini-poll accept counterfactual forms in (5.16a) and (5.16d) precisely because I explicitly specified that the pronouns are meant to refer back to the named individual (I originally did it to avoid construals whereby the pronouns refer to someone else entirely).

\textsuperscript{89}Despite the fact that many languages use the same morphemes for the T-V distinction as for the singular–plural distinction, I would not fully equate the two distinctions in the morphosyntax, the main reason being the differences in agreement that we observe in Russian between plural pronouns and V pronouns. For example, in copula constructions with a long form adjective as the predicate, the adjective will be singular if the subject pronoun $vy$ is a V pronoun, but plural if it’s a plural pronoun. Things become more complicated for short form adjectives, but there are still discrepancies between the two types of $vy$.  
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Let me add one final note that even in languages that don’t have the T–V distinction or another regularized honorific system, we still need a mechanism to store the appropriate forms used to address specific individuals and refer to them (which can also depend on the utterance situation), for example, which title to use (if any), whether it’s OK to use their first name, which form of their name they prefer, etc. I would imagine that the system sketched above can be extended to such cases.

The upshot of this section is that there are reasons to treat gender on pronouns (as well as T–V features) as indexical, but the empirical picture at hand does call for a more expressive indexical system than previously assumed. While the details of the sketch above obviously need to be worked out, and, of course, more empirical work is needed (for one, I haven’t even touched upon pronouns in attitude contexts or bound by quantifiers), I do believe that the direction outlined here is a promising one.

5.5 \textit{Phi}-features and \textit{Minimize Restrictors!}

Finally, if \textit{phi}-features on pronouns are non-restricting modifiers, shouldn’t the \textit{Minimize Restrictors!} principle apply to them? For example, shouldn’t we only use gendered pronouns when the gender is relevant (for instance, for identifying the referent of the pronoun in the absence of an overt index)\textsuperscript{90}

The answer is likely no, \textit{Minimize Restrictors!} probably doesn’t apply to \textit{phi}-features on pronouns. \textit{Minimize Restrictors!} relies on the Gricean (1975) \textit{Be Brief} maxim. If \textit{phi}-features on pronouns are morphosyntactically obligatory, then any alternatives to a gendered pronoun (e.g., singular \textit{they} in English), if at all available, would not be less complex, or “brief”.

This, however, still doesn’t explain why \textit{phi}-features feel more obligatory, even when they

\textsuperscript{90}Actually, I do know people who routinely use \textit{they} when talking about someone whose gender identity they know if their interlocutor doesn’t know this person and the gender isn’t relevant (or, alternatively, if they don’t want their interlocutor to guess who they are talking about and are trying to give away as little information as possible), and I often do this myself. Similarly, Sp2 in Table 5.1 from the previous section seems to allow \textit{they} across the board, even when the gender of the referent is known.

140
do not serve the purpose of identifying the referent or appear to be otherwise relevant. The standard lexical presupposition analysis can appeal to *Maximize Presupposition!* (Heim 1991 et seq.), whereby out of two equally informative alternatives one should use the one with the strongest presuppositional content. There is, however, no good reason why a principle like *Maximize Presupposition!* should only apply to lexical presuppositions; see, for example, a recent attempt to come up with a more general principle that builds on the same general intuition but covers a wider range of phenomena in Anvari 2018. It stands to reason that such a principle would apply to *phi*-features on pronouns (but not to non-restricting modifiers that are not morphosyntactically obligatory).

It is, of course, also possible that further morphosyntactic considerations, akin to agreement, come into play and reinforce the obligatoriness of *phi*-features on pronouns, but I will not delve into this issue here.

### 5.6 Height specifications on gestures

The final type of content mentioned in section 1.2 is height specifications on gestures, illustrated previously in (1.1c) and repeated below in (5.22).

(5.22) **Context:** Zoe is a stuntwoman. The crew just filmed a scene in which she was fighting an extra, while the director of the movie Uma was away. Uma originally wanted Zoe to stab the extra in that scene, but she just learned that Zoe might have punched the extra in the face instead. Uma says:

If Zoe punched the extra, we’ll have to reshoot the scene.

→ The extra that Zoe was fighting is taller than Zoe.

Similar constraints apply to projection of height specifications on gestures, as in the case of ordinary modifiers, spoken or gestural, and *phi*-features on pronouns. This point is illustrated in (5.23).
Context: Zoe is a stuntwoman. The crew just filmed a scene in which Zoe was punching an extra while the director of the movie Uma was away. ...

a. ...Uma knows who the extra was and that he is much taller than Zoe. Uma originally wanted Zoe to punch him in the face, not in the sternum. Uma says:

If Zoe punched him\textsubscript{PUNCH-HIGH}, that’s OK,

but if she punched him\textsubscript{PUNCH-LOW}, we’ll have to reshoot the scene.

b. ...Uma doesn’t know who the extra was, but she knows that he was punched in the face, and she originally wanted the extra to be much taller than Zoe. Uma says:

%??If Zoe punched him\textsubscript{PUNCH-HIGH}, that’s OK, but if she punched him\textsubscript{PUNCH-LOW}, we’ll have to reshoot the scene.

Intended: ‘...if (his face is ⟨higher than Zoe’s face, at Zoe’s face level⟩) and Zoe punched him)...’

In (5.23a), we have two potential areas of contact for the punching movement, the extra’s face or his sternum, whose height with respect to Zoe’s face is known and fixed. In (5.23b), we only have one potential point of contact, the extra’s face; its height, however, is not known, and we are trying to locally establish it via a height specification on the co-verbal gesture, but we fail to do so. The second scenario should be reminiscent of the ‘Non-projecting non-restricting’ scenarios from before. The first one could be thought of as reminiscent of either the ‘Projecting non-restricting’ scenarios from before or the ‘Restricting’ ones, depending on how we think of the two potential areas of contact.

Schlenker & Chemla (2018) draw empirical parallels between height specifications on pro-speech gestures and phi-features on pronouns (as well as height specifications on directional signs in sign language). The contrast in (5.23) is in line with this comparison, except I am looking at examples with co-speech, not pro-speech gestures whose content is, furthermore, mostly redundant
given the spoken verbs they co-occur with (except for the height specifications). I believe that the same observations can be made for co-speech gestures whose content is not redundant or for pro-speech gestures. The reason I am avoiding the former is to make the inferences of the examples simpler, and the reason I am avoiding the latter is to avoid any articulatory integration issues typical of pro-speech gestures. However, I believe any analysis of cases like in (5.23) should generalize to non-redundant co-speech gestures and to pro-speech gestures.

Schlenker and Chemla assume a presuppositional analysis for both height specifications on gestures and phi-features on pronouns. Naturally, treating the inferences of height specifications on gestures as lexical presuppositions raises the same question of how these presuppositions are triggered and why they resist local accommodation (although some people find (5.23b) very marginally acceptable, which I come back to at the end of this section). Moreover, under this view, the nature of the empirical parallels between the two types of content remains a mystery.

I propose analyzing height specifications on gestures as modifiers and further assimilating them to phi-features on pronouns or to ordinary modifiers, such as adjectives. The most straightforward way to do so is to say that the gestures in (5.23) contain incorporated nominal arguments specifying the area of contact for the punching movement (akin to in the face and in the sternum, but without the assumption that there is a PP layer in the syntax). The height specifications on the gestures then modify these arguments. The rest depends on what exactly the nature of these arguments is.

We could say that the incorporated arguments in (5.23) are essentially pronouns, standing for the extra’s face \((x_i)\) and sternum \((x_j)\). Then the analysis of height specifications would be the same as for phi-features on pronouns. For example, the denotation of the “face” argument in (5.23a) would be \(\lambda w.\text{high}(x, w) \land x = g(i)\), and we would get a projecting inference that the extra’s face is located higher than Zoe’s face). Nothing blocks the projection of these inferences in (5.23a), so the utterance is felicitous. In (5.23b), however, the inferences of the height specifications on the gestures can’t project, given the context, so a failure obtains.

Alternatively, we could argue that the incorporated arguments in (5.23) are more like or-
ordinary definite descriptions, with a contextually determined descriptor (e.g., $\lambda w.\iota x. \text{high}(x, w) \land \text{body-part}(x, w)$). The height specifications in (5.23a) would then be restricting modifiers, just like the adjective *large* in *her large dog*, when there are two contextually relevant dogs of different size. Height specifications in (5.23b) would then be non-restricting modifiers (as there is only one relevant body part), but since they can’t project in the context, (5.23b) would fail in the same way as similar examples with adjectives.

Can we distinguish between these two options? A possible direction would be to compare the behavior of height specifications on co-verbal gestures under ellipsis and *only* to that of phi-features on pronouns and ordinary modifiers, spoken and gestural. I come back to this issue in section 7.2.2.

Now, why is (5.23b) marginally acceptable for some people? The construal under which the gestures in (5.23) contain incorporated nominal arguments might not be the only one available. It might be possible, at least for some people, to construe the gestures in (5.23) as containing no nominal arguments whatsoever, with the height specifications being adverbials specifying the direction of motion (akin to *upwards* and *forwards*). Under this construal, the height specifications in both examples in (5.23) would be restricting modifiers and should be (marginally) acceptable. Because the contrast in (5.23) still obtains, either this construal is dispreferred for some reason, or there is an independent reason why (5.23b) is still degraded under this construal. It is furthermore possible that the people who marginally accept (5.23b) simply get the metalinguistic focus interpretation, which I discuss briefly in subsection 7.2.1, in which case nothing extra needs to be said. I leave this issue for future research.

Another direction for future research is extending the modifier-based analysis proposed here for phi-features on pronouns and height specifications on gestures to various geometric properties of signs in sign language. The extension itself should actually be very straight-forward. The crucial question, however, is, once again, which cases should be analyzed as involving pronouns and which cases should be analyzed as involving ordinary definite descriptions.
Modifiers and supplements in the verbal domain

Abstract

Throughout this dissertation I have mostly focused on adnominal content (with some exceptions). In this chapter I look at the modifier vs. supplement distinction in the verbal domain. First, I show that the distinction exists for spoken content, but supplements in the verbal domain are more flexible regarding what anchors they can combine with than adnominal supplements. Next, I show that co-verbal gestures also come with a ban on ‘Non-projecting non-restricting’ interpretations, which suggests that their projection is constrained by their composition in the same way as for co-nominal gestures. I finish with a more exploratory note on appositive-like gestures in the verbal domain, where I show, among other things, that comparing them to spoken appositive relative clauses only is not the most insightful strategy and cannot, in and of itself, be used as an argument that such gestures are supplements.

6.1 Spoken modifiers and supplements in the verbal domain

The modifier vs. supplement distinction exists in the verbal domain, broadly construed (i.e., anything from V to the entire clause), as well.
If we assume a standard Neo-Davidsonian setup (as in Carlson 1984; Parsons 1990, a.o.), verbs start out as sets of events and are modified by other sets of events (arguments and adjuncts) via predicate modification up until existential closure applies and binds the event variable. A sample derivation, ignoring tense and aspect, is given in (6.1) (for our purposes it doesn’t matter how Zoe combines with its theta-role; also, I don’t include worlds here).

(6.1)   Zoe ran quickly.

Supplements, i.e., pieces of content that combine with anchors and return a proposition of a special kind about them, exist in the verbal domain, too, however they have more freedom in what they can take as their anchors as compared to the nominal domain. In particular, it is hard or impossible for adnominal appositives to take NPs as their anchors, as shown in (6.2a). As mentioned before, adnominal appositives seem to need a discourse referent as their anchor, which the DP any wombats
doesn’t introduce. It would make sense for the appositives in (6.2a) to be able to target the NP *wombats* and add some propositional content about wombats in general, but it is impossible (or very hard, as in the case of appositive relative clauses). If appositives contain anaphoric elements (as is assumed in Koev 2013; AnderBois et al. 2013), those anaphoric elements don’t seem to be able to target implicitly introduced discourse referents, which is possible for ordinary pronouns, as shown in (6.2b), where *they* can refer to wombats in general.

(6.2)  

a. Zoe doesn’t have any wombats, {??who are nocturnal animals, *nocturnal animals}.  
b. Zoe doesn’t have any wombats. They are nocturnal animals.\(^{91}\)

The same constraint doesn’t apply to supplements in the verbal domain, as shown in (6.3), where it looks like the anaphoric element in the appositive relative clause can target just the predicate *run a marathon* without there being any event discourse referent.

(6.3) Zoe has never run a marathon, which is a hard thing to do.  

\(\approx\) ‘Zoe has never run a marathon, and running a marathon is a hard thing to do.’

Supplements in the verbal domain can also (at the very least) take events and propositions as their anchors, as shown in (6.4a) and (6.4b).

(6.4)  

a. The roof collapsed, which injured several people.  

\(\approx\) ‘The roof collapsed, and that event injured several people.’  
b. Kim says that Zoe ran a marathon, which I find hard to believe.  

\(\approx\) ‘Kim says that Zoe ran a marathon, and I find the proposition that Zoe ran a marathon hard to believe.’

Similarly, as we have already seen in section 4.4, sentence-level adverbs like *surprisingly* and *un-*

\(^{91}\)Of course, a discourse link needs to be established between the two sentences for this whole utterance to be coherent. Here it is reasonable to interpret the second sentence as introducing the reason for Zoe not having any wombats.
Fortunately, as well as sentence-level mirative facial expressions are supplements that take propositions as their anchors.

This higher flexibility of supplements in the verbal domain makes it especially crucial to check all possible compositional construals for gestures in the verbal domain.

6.2 Gestural modifiers and supplements in the verbal domain

6.2.1 Projection of co-verbal gestures

Schlenker (2018a) observes that co-verbal gestures, too, give rise to projecting inferences by default, as in (6.5).

(6.5) Context: Zoe just took part in a multi-sport competition; we don’t yet know how she performed. One of the tasks was shooting a weapon once.

If Zoe hit the bullseye when she \textit{shot} \textit{LONGBOW}, I’ll give you $10.

→ When Zoe shot, she shot a longbow.

Schlenker claims co-verbal gestures trigger cosuppositions, just like co-nominal gestures, but doesn’t say much about how that relates to their compositional integration.

Under the analysis developed in this paper, co-nominal gestures are either supplements or preferably non-restricting modifiers. Curiously enough, we can replicate the empirical observation I have made previously for co-nominal gestures with co-verbal gestures: co-verbal gestures can (marginally) be restricting, but when they are non-restricting, their contributions have to project, as shown in (6.6). I take \textit{when}-clauses to contain definite descriptions of events. In (6.6a), there is only one relevant shooting event; the type of weapon used is known and is not at-issue, thus, the content of the gesture is allowed to project, and the utterance is felicitous. In (6.6b), there are two relevant shooting events, performed with two different types of weapon; the gesture is acting as a
restricting modifier helping us pick out the right event based on the type of weapon used. In (6.6c), there is only one relevant shooting event with the type of weapon used unknown; we are trying to make the type of weapon at-issue, but fail.

(6.6)  
Context: Zoe just took part in a multi-sport competition; we don’t yet know how she performed. ...

a.  
...Participants first shot a weapon of their choice once and then swam a mile.

If Zoe hit the bullseye when she shot$_{\text{LONGBOW}}$, I’ll give you $10. I won’t be betting on her swimming, though.

→ When Zoe shot, she shot a longbow.

b.  
...For the shooting part of the competition, participants first shot a longbow once and then a gun.

?If Zoe hit the bullseye when she shot$_{\text{LONGBOW}}$, I’ll give you $10. I won’t be betting on her gun shooting, though.

✓ When Zoe shot, she shot a longbow.

c.  
...For the shooting part of the competition, participants had to choose a longbow or a gun and then shoot it once.

#If Zoe hit the bullseye when she shot$_{\text{LONGBOW}}$, I’ll give you $10. I won’t be betting if she was shooting a gun, though.

Intended: ‘If ((when Zoe shot, she shot a longbow) and (Zoe hit the bullseye when she shot))...’

Under the view proposed here, the gesture LONGBOW in (6.6) can in principle (i.e., from a purely compositional perspective) be a modifier or a supplement. As a modifier, it can in principle be taken to represent either just the longbow as a theme ($\lambda e \lambda w. \text{longbow}((\text{theme}(e, w)))$, or shooting a longbow ($\lambda e \lambda w. \text{shoot}(e, w) \land \text{longbow}((\text{theme}(e, w)))$, or even Zoe shooting a longbow ($\lambda e. \lambda w. \text{shoot}(e, w) \land \text{longbow}((\text{theme}(e, w))) \land \text{agent}(e, w) = z$).\footnote{This last construal can emerge, for example, if we think that the speaker is actually representing Zoe within their}
silent syntactic structure, construing of the gesture as equivalent to a PP by shooting a longbow (roughly, \( \lambda e \lambda w. \exists e'[\text{shoot}(e', w) \land \text{longbow}((\text{theme}(e', w)) \land \text{agent}(e', w) = z \land \text{by}(e, e', w)) ] \)), in which case Zoe would control the silent subject of the clause within that PP.

As is the case with co-nominal modifier gestures, co-verbal ones will be preferably non-restricting, in which case they will give rise to non-restricting modifier inferences. I will not go through all the possible construals for the example above. In (6.7), I only show a derivation for one such construal. I assume, by stipulation, that the local context of \text{shot}_{\text{LONGBOW}} is the set of all events whose agent is Zoe.\(^{93}\)

\[(6.7)\]  Zoe \([[\text{shot}]_{\text{LONGBOW}}] \).

a. spoken expression \( S \):
   \[ [[\text{shot}] = \lambda e \lambda w. \text{shoot}(e, w) \]

b. gesture \( G \):
   \[ [[\text{LONGBOW}] = \lambda e \lambda w. \text{longbow}((\text{theme}(e, w)) \]

c. spoken expression modified by the gesture \([S]^G\):
   \[ [[[\text{shot}]_{\text{LONGBOW}}] = \lambda e \lambda w. \text{shoot}(e, w) \land \text{longbow}((\text{theme}(e, w)) \]

d. propositional local context \( c' \):
   \[ C \]

e. non-propositional local context \( c'' \):
   \[ \lambda e \lambda w. C(w) \land \text{agent}(e, w) = z \]

f. non-restricting modifier inference \( c'' \Rightarrow \forall (S \Rightarrow [S]^G) \):
   \[ \forall e \forall w [(C(w) \land \text{agent}(e, w) = z) \rightarrow (\text{shoot}(e, w) \rightarrow \text{longbow}((\text{theme}(e, w))))] \]
   \[ \approx '\text{For all events } e, \text{ for all worlds } w \text{ in } C: \text{ if Zoe is the agent of } e \text{ in } w, \text{ then if } e \text{ is a shooting in } w, \text{ the theme of } e \text{ is a longbow in } w.' \]

Of course, this gestural modifier can still be restricting, as in (6.6b), even if this interpretation is

\(^{93}\)This is not crucial, because by the assumption I have been making throughout this dissertation, the domain has already been restricted only to the relevant shooting events, which are shooting events by Zoe.
degraded, in which case no projecting inference arises.

However, the gesture *LONGBOW* in the examples above can also be construed of as representing an existential quantifier over events rather than a predicate of events (akin to *a longbow shooting*), in which case it would compose with the spoken definite description of the event as a supplement, adding some propositional content about that event (along the lines of ‘Zoe shot, which was a longbow shooting event’). This supplement will have to project, just like the other supplements we have seen. However, unlike in the nominal domain, it should also in principle be possible that the gesture is construed of as a supplement with an event predicate anchor (e.g., something along the lines of ‘Zoe shot, and, by the way, shooting events are done with a longbow’ or ‘Zoe shot, and, by the way, shooting events by Zoe are done with a longbow’), because, as we have seen in (6.3) and earlier in subsection 4.2.1, event predicates can in principle serve as anchors for supplements in the verbal domain. However, such a construal would be really hard to distinguish from a non-restricting modifier construal.

As before, under a view whereby co-speech gestures trigger cosuppositions and compose conjunctively (either by default or as a result of local accommodation) across the board, it is unclear why for something like *when Zoe shot LONGBOW* we don’t get interpretations along the lines of ‘during the event of Zoe shooting and an event of (Zoe) shooting a longbow’ or ‘during the event of Zoe shooting, and that event was an event of (Zoe) shooting a longbow’.

The conclusion is, thus, the same as for the nominal domain: how gestures project is determined by how they compose, and they compose in the way maximally similar to spoken content.

### 6.2.2 Appositive-like gestures

Schlenker (2018a) further argues that “post-speech gestures” (i.e., once again, gestural adjuncts adjoining to spoken expressions preceding them and packaged into their own prosodic phrases) associating with verbal spoken expressions are supplements. As before, his main arguments are that (i) contributions of such gestures seem to project by default, as shown in (6.8), and (ii) they seem to need event discourse referents in a way in which analogous co-speech gestures don’t, as shown
in (6.9). I must say that in my experience judgements for examples like in (6.9) become extremely variable and subtle, but overall, there does seem to be a contrast between the two examples in (6.9).

(6.8) If Zoe shoots at the target, LONGBOW, I’ll give you $10.
     → If Zoe shoots at the target, she’ll shoot a longbow.

(6.9) a. ?Zoe didn’t shoot at the target\textsubscript{LONGBOW}.
b. ??Zoe didn’t shoot at the target, LONGBOW.

It is quite clear why gestures like the one in (6.8) are unlikely to be construed of as modifiers and, thus, have a potential to be restricting and, consequently, truth-conditionally non-vacuous. Modifiers in the verbal domain, too, prefer to be packaged into the same prosodic phrase as the constituent they modify, and gestures like in (6.8) prefer to be in their own prosodic phrases for articulatory reasons. The same considerations don’t apply to co-verbal gestures like in (6.9a), so they can be modifiers, which, however, doesn’t exclude the possibility that they can also be supplements.

Now, Schlenker’s second argument, which he uses to distinguish between supplements and other projective content, is built on an analogy with appositives that require an event anchor. In particular, he adduces paradigms like in (6.10) to show that the gestures that he calls “post-speech” pattern with appositives.

(6.10) a. \{It’s likely, It’s unlikely\} that John \underline{helped\textsubscript{LIFT}} his son.
b. \{It’s likely, #It’s unlikely\} that John helped his son, which (by the way) he did by lifting him.
c. \{It’s likely, #It’s unlikely\} that John helped his son, LIFT.

(Schlenker 2018a, (76), cited with minor notational changes)

The appositive in (6.10b) is unacceptable because it requires an event anchor and there is no avail-
able event discourse referent. Yet, as we have previously seen in (6.3) and in subsection 4.2.1, spoken supplements in the verbal domain don’t necessarily need event discourse referents and can, in particular, take event predicates as their anchors. If LONGBOW is indeed a supplement, it is, in fact, a puzzle why (6.9b) can’t be construed of along the lines of (6.11).

(6.11) Zoe didn’t shoot at the target, which [= shooting at the target] is done with a longbow.

One could argue that supplement construals with predicate anchors like in (6.3) or (6.11) are constrained, and iconic gestures are simply too semantically and/or morphosyntactically poor to have such construals. I am not sure how one can maintain that while still maintaining that gestures in the verbal domain can be supplements in general (after all, no spoken counterpart of nominal appositives exists in the verbal domain, at least not in English; all such supplements are appositive relative clauses with an overt relativizer), but I think this direction should be considered.

Another possibility (which doesn’t exclude the previous one) is that it is unclear why one would even bother adding the content contributed by the gesture in both examples in (6.9), given that no event of the relevant kind occurred in the first place (see the discussion of the examples in (4.17) in subsection 4.3.3); the spoken paraphrase of this construal that I provided in (6.11) certainly feels incredibly stilted. This irrelevance would make both gestures in (6.9) degraded to a certain extent. However, a co-verbal gesture likely requires less articulatory effort than a prosodically independent one, and its irrelevance might thus be less offensive.

Either way, the contrast in (6.9) cannot be derived under a simple “co-speech gestures trigger cosuppositions, post-speech gestures trigger supplements” view. Once again, one needs to seriously engage with how such gestures are construed of and integrated into the compositional structure, if at all.

One final note is that it is quite possible that appositive-like gestures like in (6.8) can have elaboration uses, akin to those of nominal appositive-like gestures discussed in footnote 43. For example, both sentences below are naturally interpreted as requests to cut the pie in a specific way, without giving rise to an inference that if the addressee cuts the pie, they’ll do so in a certain way:
(6.12)  

a. (\(\text{P}_{\text{P}}\) Can you please start cutting the pie?)

\(\text{Like this}^{\text{CUT-CRISS-CROSS}}\)

b. (\(\text{P}_{\text{P}}\) Can you please start cutting the pie?) (\(\text{P}_{\text{P}}\) CUT-CRISS-CROSS?)

As with one-appositives (see (2.51) from section 2.2), such elaborations are clearly not bona fide restricting modifiers, as they cannot be used as planned restrictors, as shown in (6.13).

(6.13)  

a. (\(\text{P}_{\text{P}}\) If Daisy starts cutting the pie \(\text{like this}^{\text{CUT-CRISS-CROSS}}\), that’ll do, (\(\text{P}_{\text{P}}\) but if she starts cutting the pie \(\text{like this}^{\text{CUT-WEDGE}}\), we won’t have enough slices for everyone.

b. \#(\(\text{P}_{\text{P}}\) If Daisy starts cutting the pie), (\(\text{P}_{\text{P}}\) like this\(^{\text{CUT-CRISS-CROSS}}\), that’ll do, (\(\text{P}_{\text{P}}\) but if she starts cutting the pie), (\(\text{P}_{\text{P}}\) like this\(^{\text{CUT-WEDGE}}\), we won’t have enough slices for everyone.

c. ?(\(\text{P}_{\text{P}}\) If Daisy starts cutting the pie \(\text{CUT-CRISS-CROSS}\), that’ll do, (\(\text{P}_{\text{P}}\) but if she starts cutting the pie \(\text{CUT-WEDGE}\), we won’t have enough slices for everyone.\(^{94}\)

d. \#(\(\text{P}_{\text{P}}\) If Daisy starts cutting the pie) (\(\text{P}_{\text{P}}\) \(\text{CUT-CRISS-CROSS}\), that’ll do, (\(\text{P}_{\text{P}}\) but if she starts cutting the pie) (\(\text{P}_{\text{P}}\) \(\text{CUT-WEDGE}\), we won’t have enough slices for everyone.

The paradigm in (6.13) is particularly informative, because it shows how much depends on prosodic grouping. Schlenker (2018a) makes systematic comparisons between gestures and modifiers of the like this... form. However, he doesn’t control at all for prosodic grouping.

This is especially important because appositive-like elaborations do not have to actually restrict the expression they elaborate on. One-appositives discussed in subsection 2.2.1 do seem to

\(^{94}\)This utterance is arguably degraded for reasons of articulatory integration.
always do that, which seems to be due to the fact that, as pointed out to me by Alan Munn (p.c.),
the modifier within a one-NP typically has to be restricting, as illustrated in (6.14).\footnote{I think a more accurate observation is that it always has to be in focus, which often forces it to be at-issue, and, as we have seen again and again, the only way for a modifier to be at-issue is to be restricting; see the discussion of focus at the end of subsection 2.1.2.3.}

(6.14)  A: The finals week is approaching. How are the students in your class doing?
   B: (i) None of the stupid brats will pass the exam.\footnote{I believe the reading whereby the stupid brats refers only to a subset of the students in the speaker’s class is possible, but the point is that the non-restricting reading is available here, too, unlike in (6.14-ii).}
    \[\rightarrow \text{None of the students in my class will pass the exam.}\]
    \[\rightarrow \text{All the students in my class are stupid.}\]
   (ii) None of the stupid ones will pass the exam.
    \[\not\rightarrow \text{None of the students in my class will pass the exam.}\]
    \[\not\rightarrow \text{All the students in my class are stupid.}\]

That is not, however, the case for other appositive-like elaborations. It is quite possible to have elaborations such that their truth-conditional contribution is equivalent to the expression they clarify and they are used to simply be more precise. Two examples of such “non-restricting” elaborations, a nominal and a verbal one, are given in (6.15). (6.15a) is possible in a context in which Stephanie only has one dog, so there is no way the elaboration is making a truth-conditionally non-vacuous contribution; however, it can be made as a second thought, for example, if Mia has a special affinity for poodles, the speaker might realize mid-utterance that a more precise description might actually be more explanatory. Similarly, (6.15b) can be uttered in a context in which Zoe only ever works out by lifting weights, and the speaker goes for a more precise expression mid-utterance, because that explains the consequent better, as not all forms of workout call for an increase in protein intake.

(6.15)  a. If Stephanie brings her dog, her poodle, Mia will be happy.
   b. If Zoe’s gonna work out today, lift weights, she’ll need a protein-rich lunch.

In fact, (6.15b) can be easily replicated with an appositive-like gesture:
(6.16) If Zoe’s gonna work out today, LIFT-WEIGHTS, she’ll need a protein-rich lunch.

There is a question as to how many cases of what Schlenker calls “post-speech gestures” are in fact such appositive-like elaborations, and there is a further question as to how much we should assimilate such appositive-like elaborations to actual supplements. Are such elaborations as compositionally integrated into utterances as bona fide supplements, given that they don’t seem to be planned? In fact, are all supplements (e.g., appositive relative clauses) equally compositionally integrated into utterances (many of them don’t seem to be planned either)? What about i.e., ... or that is... elaborations, as in (6.17), which seem to be more planned than corrections or elaborations discussed so far and which many instances of appositive-like gestures seem to resemble?

(6.17) a. If Zoe’s gonna work out today, i.e., lift weights, she’ll need a protein-rich lunch.

b. If Zoe’s gonna work out today, that is lift weights, she’ll need a protein-rich lunch.

I believe all these questions need to be asked in a rigorous and systematic way (once again, using proper linguistic tools at all levels of representation), and I hope they will be asked in future research.
Conclusion

7.1 Summary of the dissertation

7.1.1 Summarizing the main points of the dissertation

In this dissertation I have put forward a general approach to projection of content that has its own node in the morphosyntax from under semantic operators. I have argued that how such content projects is determined by how it composes in the syntax/semantics. I have furthermore applied this approach both to spoken and to gestural content.

I have focused on two composition strategies, which come with associated projection patterns. The two strategies are (subsective) modification and supplementation. I have classified several different types of projective or potentially projective content either as modifier or as a supplement. I summarize the modifier vs. supplement distinction and my claims about the different types of content in Table 7.1.

For spoken content, one can usually tell whether a given piece of content is a modifier or a supplement based on its morphosyntactic makeup (although in some cases the difference is only signalled by prosody). This dissertation demonstrates that the modifier vs. supplement distinction holds for gestural content (such as hand gestures and facial expressions) as well. Because said content is often morphosyntactically poor, one and the same string with one and the same gesture or facial expression can in principle be ambiguous between the modifier and the supplement construal; I have argued, in particular, that this is often the case for co-speech gestures.
Table 7.1: Modifiers vs. supplements: a final summary.

<table>
<thead>
<tr>
<th>Subsective modifiers</th>
<th>Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compose with ( \beta ), yielding ( \alpha ) such that ( \alpha ) entails ( \beta )</td>
<td>Compose with ( \beta ), return a proposition of a special kind about ( \beta )</td>
</tr>
<tr>
<td>Can be restricting or non-restricting</td>
<td>Can never be restricting</td>
</tr>
<tr>
<td>Trigger projecting inferences when non-restricting; triggering is pragmatic</td>
<td>Almost always trigger projecting inferences; triggering is conventional</td>
</tr>
<tr>
<td>Examples (target content bolded):</td>
<td>Examples (target content bolded):</td>
</tr>
<tr>
<td>• adnominal adjectives</td>
<td>• adnominal appositives</td>
</tr>
<tr>
<td>((a \text{ blond stuntwoman}))</td>
<td>((her \text{ dog, (who is) a large animal}))</td>
</tr>
<tr>
<td>• restrictive relative clauses</td>
<td>• appositives with verbal anchors</td>
</tr>
<tr>
<td>((her \text{ dog that's large}))</td>
<td>((Zoe \text{ shot at the target, which [= this event of shooting at the target] she did with a longbow}; Zoe \text{ ran a marathon, which [= running a marathon] is not an easy thing to do}))</td>
</tr>
<tr>
<td>• degree modifier adverbs</td>
<td>• sentence-level adverbs</td>
</tr>
<tr>
<td>((Mia \text{ got surprisingly drunk}))</td>
<td>((Surprisingly, Mia \text{ got drunk}))</td>
</tr>
<tr>
<td>• modifiers of verbal projections</td>
<td>• DP-level gestures</td>
</tr>
<tr>
<td>((Zoe \text{ shot at the target with a longbow}))</td>
<td>([(DP \text{ her dog}[^{LARGE}]); [(DP \text{ her dog}).[^{LARGE}])])</td>
</tr>
<tr>
<td>• NP-level gestures</td>
<td>• sentence-level facial expressions</td>
</tr>
<tr>
<td>((\text{her} [[[NP \text{ dog}]^{LARGE}]]))</td>
<td>([(\text{Mia got drunk})^{O.0}]))</td>
</tr>
<tr>
<td>• degree modifier facial expressions</td>
<td>• phi-features on pronouns</td>
</tr>
<tr>
<td>((Mia \text{ got } [[\text{drunk}]^{O.0}]))</td>
<td>((\text{her}[^{3,sg,fem}\text{ dog}))</td>
</tr>
<tr>
<td>• height specifications on gestures</td>
<td>• height specifications on gestures</td>
</tr>
<tr>
<td>((\text{punch}[^{PUNCH\text{-HIGH}}]))</td>
<td>((\text{punch}[^{PUNCH\text{-HIGH}}]))</td>
</tr>
</tbody>
</table>

The two construals do, however, come apart, for example, in cases when one construal cannot yield the right interpretation, as is the case with restricting gestures, for instance, which can only be modifiers, as supplements can’t be restricting. They also come apart in the case of co-nominal gestures without an individual discourse referent to serve as an anchor for them, in which case the supplement construal is not possible either, as adnominal supplements require individual anchors. Next, the two construals come apart in many cases of prosodically independent (non-co-speech) gestures integrated into otherwise spoken utterances. Those tend to follow the rules of linearization, syntax/prosody mapping, and syntactic displacement of the spoken language they are embedded into. Combined with articulatory considerations of gesture integration into the spoken stream, these rules often block the modifier construal for prosodically independent gestures.
in English, however, the syntactic and prosodic rules are language-specific, so it is easier to get modifier construals for prosodically independent gestures in some other languages (e.g., French and Russian). The clearest case of the modifier and supplement construals for gestural content coming apart I have identified so far is the distinction between degree modifier and sentence-level facial expressions encoding surprisal. The two interpretations associated with the two construals are very distinct, even if the exact alignment of the facial expression is not a very reliable predictor for which construal is intended.

What is clear, however, is that the compositional construal—and, consequently, the projection behavior—of a given piece of secondary modality content cannot be directly predicted based on whether it co-occurs with something in a more primary modality or whether it is syntactically optional (even though there might be some interface-mediated correlations with either factor). The “co-something” status might make a given piece of content preferably truth-conditionally vacuous (as seems to be the case for many co-speech hand gestures), but it doesn’t directly determine how this truth-conditional vacuity will be assured; furthermore, this preference can be overridden by other considerations. Similarly, how conventionalized a given piece of secondary modality content is does not directly affect its projection behavior. Conventionalized gestures can have conventionalized constraints on how they can compose, which will affect how they project, if at all, but once again, there is no direct link between level of conventionalization and projection. This dissertation, thus, corrects the tendency in the existing literature to directly link the projection behavior of secondary modality content to its “co-something” status, syntactic optionality, or level of conventionalization (e.g., Ebert & Ebert 2014; Ebert 2017; Tieu et al. 2017, 2018; Schlenker 2018a,b) and calls for more attention to linguistically meaningful interface interaction when studying such types of content.

7.1.2 **Summarizing the contributions of the dissertation**

Below I summarize what I believe to be the main theoretical and empirical contributions of this dissertation:
1. Theoretical contributions:

(a) This dissertation offers a general approach to predicting how a given piece of content will project depending on how it composes in the syntax/semantics, which can be applied beyond the types of content covered in this dissertation. In particular, it makes predictions for whether local interpretations will be in principle available for a given piece of content (yes for modifiers, unless they always combine with expressions that cannot be restricted any further, as is the case with phi-features; no for supplements\(^97\)).

(b) This dissertation offers a general, pragmatic theory of how inferences of non-restricting (i.e., truth-conditionally vacuous) modifiers are triggered and project. It builds on the definition of non-restricting modifiers in Leffel 2014 and the notion of cosuppositions in Schlenker 2018a,b,c in doing so. I refine Leffel’s definition of non-restricting modifiers by divorcing their truth-conditional vacuity, which holds at the level of the entire utterance, from the inference that the expression being modified entails the result of modification (the non-restricting modifier inference), which is sensitive to local contexts. I also improve on Leffel’s theory of non-restricting modifier inferences, which treats them as semantic presuppositions, by making the link between the pragmatic definition of non-restricting modifiers and the projecting inferences they give rise to more transparent. Also, my theory is less constrained by idiosyncratic syntactic considerations in the nominal domain and is, thus, more easily generalizable beyond intersective adnominal modification (in particular, I generalize it to non-intersective adnominal modifiers, degree modifiers, and modifiers in the verbal domain). In addition, it follows straight-forwardly from the proposed analysis that non-restricting modifier inferences cannot be interpreted locally under semantic operators. I also propose to equate cosuppositions with non-restricting modifier inferences, and by doing so, I both constrain cosuppositions (which are unconstrained in Schlenker’s original formulation) so that they don’t apply in non-modification cases (e.g., to DP-level

\(^{97}\)Modulo the exceptional behavior of some appositive relative clauses discussed in Schlenker 2013; Jasinskaja & Poschmann 2018, which is much more constrained than the availability of restricting interpretations for modifiers.
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gestures, sentence-level facial expressions, or gestures adjoining to definite event descriptions), and make them more general so that they can apply to non-intersective modifiers.

(c) In the process of fitting my theory of non-restricting modification to degree modifiers, I also make an adjustment to the analysis of degree modifiers in Kennedy & McNally 2005, which makes it compatible with multiple degree modifiers modifying the same expression and also renders modification of adjectival projections compositionally more similar to modification of nominal and verbal projections.

(d) This dissertation offers a theory of how gestural content integrates into otherwise spoken utterances and how it projects. While building on previous empirical generalizations and theoretical conjectures (Ebert & Ebert 2014; Ebert 2017; Tieu et al. 2017, 2018; Schlenker 2018a,b, etc.), it corrects the ubiquitous assumption in earlier literature that how a given gesture projects is determined by its linearization. The proposed theory connects the projection behavior of gestures to their composition and asserts that gestures can compose in different ways, just like spoken content. While there exist various interface-based constraints on how different compositional configurations with gestures can be linearized, there is no direct link between projection and linearization. Unlike previous theories, this interface-based view of gestures effortlessly accounts for discrepancies in projection behavior of gestural expressions that are linearized in the same way (e.g., NP- vs. DP-level co-speech or pro-speech gestures, degree modifier vs. sentence-level co-speech or co-gesture facial expressions, co-speech gestures adjoining to event predicates vs. co-speech gestures adjoining to definite event descriptions). By rejecting a more general assumption that there is a single, uniform way in which gestures linearized in a certain way contribute to the meaning of spoken utterances, this view on gestures allows for both compositionally integrated and compositionally non-integrated co-speech gestures (cf. Hunter 2018, 2019).

(e) This dissertation also offers a new theory of semantic composition and projection of phi-features on pronouns, which proposes that phi-features compose as modifiers within def-
inite descriptions, but because they always modify expressions whose extension is a singleton set, they are always non-restricting and, thus, always give rise to strongly projecting inferences. This theory builds on the ideas that phi-features on pronouns trigger presuppositions (Cooper 1983 et seq.) and that pronouns are definite descriptions (Elbourne 2005). However, it decomposes the presuppositional black box in the previous literature by stating that these presuppositions aren’t lexical properties of phi-features, but arise via the general pragmatic mechanism for generating non-restricting modifier inferences. This theory is also more morphosyntactically plausible than the alternatives, as it treats phi-features on pronouns as modifiers with their own nodes in the morphosyntax, which is in line with the morphosyntactic evidence we have from pronouns in languages other than English.

(f) This dissertation also outlines the direction for an analysis of gender and T-V features on pronouns as form indexicals, i.e., indexicals that are interpreted relative to indices within the context parameter that keep track of appropriate forms of expressions. While this sketch builds on some insights from the previous literature (e.g., Yanovich 2010; Schlenker 2007), it posits a more expressive indexical system, which allows capturing the more complex and variable empirical picture regarding the use of pronoun forms in various local contexts.

(g) This dissertation also shows that the modifier analysis is extendable to height specifications on gestures, making the empirical parallels between those and phi-features on pronouns observed in Schlenker & Chemla 2018 non-accidental.

2. Empirical contributions:

(a) Chapter 2 of this dissertation makes a novel observation that non-restricting modified inferences (i.e., inferences that the expression being modified entails the result of modification) project relative to a local context. This allows us to separate the definition of non-restricting modifiers as modifiers that don’t affect the global truth conditions of the entire utterance from projection of non-restricting modifier inferences, which is sensitive to the internal composition of the utterance. It also observes that non-restricting modifier inferences can’t
be interpreted locally under semantic operators, which is expected under the proposed analysis of how they are triggered.

(b) Chapter 3 of this dissertation reports experimental data on acceptability of various interpretations of co-nominal gestures as compared to adjectives and appositives. Apart from these data serving as a testground for various theories of co-speech gestures in Chapter 4 of this dissertation, the experiment itself adds to the body of experimental literature on gestures in a non-trivial way, as it uses an acceptability-based task (cf. inference-based tasks in Tieu et al. 2017, 2018) and makes composition-based interpretative distinctions while drawing an explicit comparison with two types of spoken content (cf. Tieu et al. 2017, 2018; Zlogar & Davidson 2018; Esipova 2019a).

(c) Chapter 4 of this dissertation adduces novel data on prosodically independent compositionally integrated gestures (pro-speech gestures) in English and other languages. It also identifies two different construals for facial expressions encoding surprisal associated with two different interpretations (sentence-level supplement vs. degree modifier), which mirrors a similar distinction for spoken adverbs like *surprisingly*. Finally, it discusses the projection behavior of some conventionalized gestures and how it, too, is determined by their composition.

(d) Chapter 5 points out parallels in projection between non-restricting modifier inferences and inferences contributed by *phi*-features on pronouns as well as height specifications on gestures. In this chapter I also adduce novel data from joint fieldwork with Naomi Lee that show that pronoun-internal property-denoting modifiers in Khoekhoe (first described in Lee 2019) are obligatorily non-restricting and give rise to obligatorily projecting inferences. These data serve as a new piece of evidence that (i) pronouns need a property-denoting layer, and (ii) this property can be modified, but in an obligatorily non-restricting way. Finally, in this chapter I observe empirical parallels between gender and T–V features on pronouns with respect to their local context sensitivity, both in terms of the patterns
attested as well as the locus and amount of inter- and intra-speaker variation. I use this observation to argue that we need an indexical-based analysis of both types of content with more expressive power than previously assumed in the literature.

(e) Chapter 6 makes a variety of novel observations about modifiers and supplements in the verbal domain. In particular, I show that restricting construals are possible for co-verbal gestures, but when a restricting construal is blocked, the inference contributed by the gesture has to project, which makes them similar to co-nominal gestures. I also adduce novel examples highlighting the role of prosodic grouping in interpretation of both spoken and gestural post-posed adjuncts combining with verbal projections.

(f) Section 7.2 of the current chapter draws a parallel between the behavior of a given piece of content under ellipsis and its behavior under attitude verbs and makes some preliminary observations about constraints on multi-modal linearization, leaving the exploration of these data for future research.

7.2 Directions for future research

7.2.1 Metalinguistic focus

When studying projection, one must be wary of potential effects of different types of focus. I have discussed the interaction of QUD-addressing and non-QUD-addressing contrastive focus with projection at the end of subsection 2.1.2.3. There is, however, another type of focus that complicates the empirical picture when it comes to projection, namely, the so-called METALINGUISTIC FOCUS. Most types of content I have discussed in this dissertation (with the exception of, perhaps, appositives) can be targeted by metalinguistic focus, thus, preventing them from projecting. In fact, using metalinguistic focus can yield what on the surface looks like ‘Non-projecting non-restricting’ interpretations, which we have seen to be systematically unavailable, as exemplified in B’s responses in (7.1).
(7.1) a. A: Stephanie brought her ginormous dog to the party.
    B: Stephanie didn’t bring her ginormous dog—her dog is average-sized!

b. A: Stephanie brought her dog\textsubscript{LARGE} to the party.
    B: Stephanie didn’t bring her dog\textsubscript{LARGE}—her dog is of this\textsubscript{SMALL} size!

c. A: What about Skyler,? Did she, come to the party?
    B: She, didn’t come to the party, because they, don’t identify as a woman.

d. A: Zoe punched the extra\textsubscript{PUNCH-HIGH}.
    B: Zoe didn’t punch him\textsubscript{PUNCH-HIGH}—the guy is shorter than her!

The cases above don’t have to be viewed as counterexamples to the observation that inferences contributed by the content above have to project, since they can be analyzed under a general assumption that the focus in them is targeting the form, not the content of the expressions (see, e.g., Li 2017 for a recent version of such an analysis).

While usually such metalinguistic focus is used under negation, as oftentimes its purpose is to object to the form of something in the antecedent utterance (which is why it is also sometimes called CORRECTIVE FOCUS), it is in principle conceivable that it can be used in other environments, too. In particular, as I said at the end of subsection 3.4.3, metalinguistic focus could have been used by some participants in the Chapter 3 experiment as a “rescuing” strategy for ‘Non-projecting non-restricting’ items. Of course, if this strategy is available for ‘Non-projecting non-restricting’ items, there is no a priori reason why it shouldn’t be available for ‘Restricting’ items as well, and it very well might be. However, the crucial contrast between the two types of items in the ‘Gesture’ condition still remains and needs to be explained.

The question of how analyses of metalinguistic focus, which have been so far based mostly on spoken content, extend to gestural and other non-spoken content is worth investigating in the future. Furthermore, there is a methodological benefit in understanding what licenses metalinguistic focus, so as to be able to distinguish cases thereof from cases of bona fide non-projection.
7.2.2 Projective content under ellipsis and in attitude reports

At the end of section 5.6, I have alluded to the possibility of distinguishing between the two potential analyses of height specifications on gestures, one that assimilates them to phi-features on pronouns and one that assimilates them to ordinary modifiers, by comparing the behavior of all these types of content under ellipsis and only. However, in order to actually be able to draw any conclusions based on such comparisons, we need to understand ellipsis and alternative generation under only better.

Schlenker & Chemla (2018) claim that both height specifications on gestures and phi-features on pronouns can be ignored in these environments. For example, under the sloppy readings of the examples in (7.2), the inferences that arise for Zoe don’t arise for Skyler.

(7.2)  
\begin{align*}
\text{(7.2)} & \quad \text{Context: Zoe and Skyler are practicing face punches with sparring partners.} \\
\text{a.} & \quad \text{Zoe, } \text{punched}_{\text{PUNCH-HIGH}} \text{ her, sparring partner, but Skyler didn’t.} \\
\text{b.} & \quad \text{Only Zoe, } \text{punched}_{\text{PUNCH-HIGH}} \text{ her, sparring partner.} \\
\text{For (a,b): } & \not\rightarrow \text{ Skyler’s sparring partner’s face is higher that Skyler’s.} \\
\text{For (a,b): } & \not\rightarrow \text{ Skyler is female.} 
\end{align*}

It seems that non-restricting modifiers, both spoken and gestural, can at least sometimes be ignored under ellipsis and only, too, as shown in (7.3). However, these judgements are often more gradient and variable, and ultimately, we would want to obtain quantitative data on all the four types of content.

(7.3)  
\begin{align*}
\text{(7.3)} & \quad \text{Context: Stephanie and Lucy went to the same party yesterday.} \\
\text{a.} & \quad \text{Context: Stephanie and Lucy went to the same party yesterday.} \\
\text{(i)} & \quad \text{Stephanie brought her ginormous dog to the party, but Lucy didn’t.} \\
\text{(ii)} & \quad \text{Only Stephanie brought her ginormous dog to the party.} \\
\text{(iii)} & \quad \text{Stephanie brought her } \underline{\text{dog}}_{\text{LARGE}} \text{ to the party, but Lucy didn’t.} \\
\text{(iv)} & \quad \text{Only Stephanie brought her } \underline{\text{dog}}_{\text{LARGE}} \text{ to the party.} \\
\text{For (i–iv): } & \rightarrow \text{ Lucy has a dog.} 
\end{align*}
For (i–iv): ?%→ Lucy’s dog is large.

b. Context: Zoe and Kim are participating in a multi-sport competition. For the shooting part of the competition, participants had to choose a longbow or a gun and then shoot at the target.

(i) Zoe has already shot at the target\textsubscript{LONGBOW}, but Kim hasn’t.
(ii) Only Zoe has shot at the target\textsubscript{LONGBOW} yet.

?%→ If Kim shoots at the target, she’ll shoot a longbow.

Note that all the examples in (7.3a) still come with an inference that Lucy has a dog, which shows that not all projecting inferences are ignorable under ellipsis and only, and, in particular, existence inferences of definites aren’t. Many lexical presuppositions\textsuperscript{98} cannot be ignored in these environments either, which is also noted in Schlenker & Chemla (2018). For example, (7.4) shows that the lexical presuppositions of stop, know, and regret cannot be ignored under ellipsis or only (modulo local accommodation, in which case the presupposition still isn’t ignored, but rather is interpreted locally):

(7.4) a. Jackie stopped smoking, but Daisy didn’t.

→ Daisy used to smoke.

b. Out of these three women, only Jackie stopped smoking.

→ Each of these three women used to smoke.

c. O-Ren knows that she is in danger, but Vernita doesn’t.

→ Vernita is in danger. (under the sloppy reading)

d. Out of these three women only O-Ren knows that she is in danger.

→ Each of these three women is in danger. (under the sloppy reading)

e. Kim regrets cheating on the exam, but Abernathy doesn’t.

→ Abernathy cheated on the exam.

f. Out of these three women only Kim regrets cheating on the exam.

\textsuperscript{98}It is not obvious to me that existence inferences of definites are lexical.
→ Each of these three women cheated on the exam.

Appositives, expressives, and slurs all can be ignored under ellipsis:\(^{99}\)

(7.5) Stephanie brought her dog, a large beast, to the party, but Lucy didn’t.

\[\not\] Lucy’s dog is a large beast.

(7.6) A: I saw your fucking dog in the park.
B: No, you didn’t—you couldn’t have. The poor thing passed away last week.

\[\not\] B \{dislikes their dog, is angry, etc.\}. (Potts et al. 2009, (32))

(7.7) A: Why are you marrying that mudblood?
B: Because I want to.

\[\not\] B is prejudiced against muggleborns.

Note that Potts et al. (2009) attribute the behavior of fucking in (7.6) to it being an expressive and contrast its behavior to that of an ordinary adjective in (7.8).

(7.8) A: I saw a shaggy dog in the park.
B: I did too. \{The one I saw, It\} had no hair. (Potts et al. 2009, (33))

However, shaggy in (7.8) is likely a restricting adjective. If we reproduce Potts et al.’s example with a non-restricting adjective, it improves, as shown in (7.9), which might suggest that it is not the expressive nature of fucking—or not only its expressive nature—that makes it so easily ignorable under ellipsis, but its aggressively non-restricting nature.

(7.9) A: I saw Stephanie’s ginormous dog in the park.
B: And I saw Lucy’s. \?Hers is small, though.

\(^{99}\)It is hard, if not impossible, to test the behavior of the latter two types of content under only because of their performative nature.
The data above call for a more systematic investigation of the behavior of different types of content under ellipsis and only. Such investigations can help us better understand not only different types of projective content, but ellipsis and alternative generation under only as such.

There is a further question of how the behavior of a given type of content under ellipsis or only relates to its behavior in attitude reports. At first glance, there seem to be non-trivial parallels between the two. As a first approximation, if \( p \) is a projective piece of content embedded under an intensional attitude verb, whether or not there is an inference that the attitude holder believes that \( p \) correlates with whether or not \( p \) can be ignored under ellipsis and only. Some examples corroborating this generalization are given in (7.10) and (7.11).

(7.10) **Types of content that can be ignored under ellipsis (and possibly only)**

a. Uma wants Stephanie to bring her ginormous dog.
   \[\rightarrow\] Uma believes that Stephanie’s dog is ginormous.

b. Uma wants Stephanie to bring her dog_{LARGE}.
   \[\rightarrow\] Uma believes that Stephanie’s dog is large.

c. Uma wants Skyler, to bring her, dog.
   \[\rightarrow\] Uma believes that Skyler is female.

d. Uma wants Zoe to punch the extra in the face_{PUNCH-HIGH}.
   \[\rightarrow\] Uma believes that the extra’s face is higher than Zoe’s.

e. Uma wants Zoe to shoot at the target_{LONGBOW}.
   \[\rightarrow\] Uma believes that if Zoe shoots at the target, she’ll shoot a longbow.

f. Uma wants Stephanie to bring her dog, a large beast.
   \[\rightarrow\] Uma believes that Stephanie’s dog is a large beast.

g. Uma wants Stephanie to bring her fucking dog.
   \[\rightarrow\] Uma believes that I, the speaker, \{dislike Stephanie’s dog, am angry, etc.\}.
   \[\rightarrow\] Uma herself \{dislikes Stephanie’s dog, is angry, etc.\}.

h. Uma wants to marry that mudblood.
Uma believes that I, the speaker, am biased against muggleborns.

Uma herself is biased against muggleborns.

(7.11) Types of content that cannot be ignored under ellipsis (and possibly only)

a. Uma wants Jackie to stop smoking.
   → Uma believes that Jackie smokes.

b. Uma wants O-Ren to know that she is in danger.
   → Uma believes that O-Ren is in danger.

c. Uma wants Kim to regret cheating on the exam.
   → Uma believes that Kim cheated on the exam.

However, de dicto/de re distinctions complicate things when it comes to attitude reports, as shown in (7.12).

(7.12) Uma wants Stephanie to bring her dog.

De dicto construal: → Uma believes that Stephanie has a dog. (The dog doesn’t have to exist in reality.)

De re construal: ↗ Uma believes that Stephanie has a dog; e.g., Uma wants Stephanie to bring her dog, which she believes to be a wolf. (The dog has to exist in reality, and Uma still has to believe that Stephanie has some animal.)

In fact, we could go back to the data (7.10) and (7.11) and see how much mileage we can get out of the de dicto/de re distinction alone, checking if in all the cases in which we don’t get the inference that the attitude holder believes that \( p \), we have a de re construal (see also Sudo 2012 for a relevant discussion for \( \text{phi} \)-features on pronouns). Arguably, no de dicto/de re distinctions emerge under ellipsis or only, though. Thus, the nature of the link between how a given type of content behaves under ellipsis or only and how it behaves in attitude reports remains opaque and calls for further research.
7.2.3 Composition and projection of tense and aspect

Tense and aspect typically give rise to projecting inferences about the relation between the topic time (i.e., the time the sentence is “about”; see Reichenbach 1947) and the utterance time, and the relation between the event time and the topic time, respectively, as shown in (7.13).

(7.13) I doubt that Mia was sleeping.

→ The topic time of the embedded clause precedes the utterance time.

→ The topic time of the embedded clause is contained within the event time.

I did not, however, mention tense or aspect when discussing modifiers and supplements in the verbal domain, because under all standard compositional analyses of tense and aspect I am familiar with, they are not treated as modifiers (i.e., pieces of content that combine with an expression of type $\tau$ yielding an expression of type $\tau$). Instead, aspect is typically taken to introduce an additional argument slot, for a time, which is then filled in by tense (see, e.g., Kratzer 1998).

Despite this, does the approach to projection I have developed in this dissertation have anything to say about tense and aspect? In line with Partee’s (1973) analysis of tenses as pronouns, Heim (1994) proposes to assimilate contributions of tenses to those of $\phi$-features on pronouns and, consequently, to treat them as (lexical) presuppositions.

Naturally, if tenses are pronouns, we can decompose them in the same way as personal pronouns, thus, also decomposing the black box that the presuppositions posited by Heim are. Like $\phi$-features on personal pronouns, contributions of features like [past] contained within tenses will then be obligatorily non-restricting modifiers and will thus give rise to non-restricting modifier inferences. The structure of $\text{PAST}_i$ under this view and the (eventual) projecting inference it gives rise to are given in (7.14) ($c_t$ is the utterance time, supplied by the context parameter $c_p$; $<$ indicates temporal precedence).
Past tense in the proposed system

a. \[ \text{PAST}_t \]

\[ \lambda w. t. (t < c_t) \land t = g(i) \]

\[ \lambda T \lambda w. T(t, w) \quad \lambda t \lambda w. (t < c_t) \land t = g(i) \]

\[ \text{[past]} \quad \lambda t \lambda w. t = g(i) \]

\[ \lambda t \lambda w. t < c_t \]

b. non-restricting modifier inference:

\[ \forall t \forall w [\llbracket c'\rrbracket(w) \to (t = g(i) \to (t < c_t))] \]

However, as things stand, the same story doesn’t extend to aspect, as it is not typically analyzed as a pronoun. Nor can it be analyzed as a preferably or obligatorily non-restricting modifier itself, as it is not a modifier. Furthermore, projection behavior of aspect is, to my knowledge, understudied, even though (7.13) shows that at least in simple cases, contributions of aspect project in the same way as contributions of tense. I think further research clarifying the empirical picture regarding projection of tense and aspect and relating their projection to their composition is in order.

Another related question for future research is how tense and aspect behave under ellipsis and what it tells us, if anything, about how they compose (and, thus, project). It would seem that, unlike phi-features on pronouns, tense and aspect cannot be ignored under ellipsis, as shown in (7.15), but pending a better understanding of how different types of content behave under ellipsis and how ellipsis works in the first place, we can’t really draw any conclusions from that.

(7.15) Zoe was running. {Kim, too., Who else?}

→ The topic time of the second sentence precedes the utterance time.

→ The event time of the second sentence is contained within the topic time.
7.2.4 Speech–gesture integration as code-switching/code-blending

Throughout Chapter 4, and especially in subsection 4.3.4, I was raising the question of how gestures integrate into otherwise spoken utterances at various levels of representation. In particular, I made some preliminary observations suggesting that at least in some cases pro-speech (i.e., prosodically independent, compositionally integrated) gestures follow language-specific prosodic grouping, linearization, and displacement rules.

However, this does not have to be the case a priori. The problem of speech–gesture integration can be viewed as a problem of code-switching (in the case of pro-speech gestures) or code-blending (in the case of co-speech gestures).\(^\text{100}\) When switching between two spoken languages, it is not always the case that the embedded expression follows the rules of the matrix language. For example, below I adduce some preliminary data on adjective placement in English–Spanish and English–French code-switching.\(^\text{101}\)

(7.16) **Adjective placement in English, Spanish, and French**

a. My dad is making \{green peppers, #peppers green\}. \(\text{English; A-N}\)

b. Mi papà hace \{pimientos verdes, *verdes pimientos\}.  
   my dad makes peppers green green peppers  
   ‘My dad is making green peppers.’ \(\text{Spanish; N-A}\)

c. Mon père prépare des \{piments verts, *verts piments\}.  
   my dad makes INDEF.PL peppers green green peppers  
   ‘My dad is making green peppers.’ \(\text{French; N-A}\)

(7.17) **Adjective placement in English–Spanish code-switching**

a. Mi papà hace \{??pimientos green, green pimientos\}. \(\text{Sp → Eng; A-N}\)

b. My dad is making \{*verdes peppers, peppers verdes\}. \(\text{Eng → Sp; N-A}\)

\(^{100}\)The term “code-blending” was coined in Emmorey et al. 2005 to refer to simultaneous production of speech and sign in bimodal bilinguals.

\(^{101}\)I thank Paloma Jeretić, a French–English–Spanish trilingual, for providing the judgements and discussing the data with me. The judgements for the English–Spanish examples have been confirmed to me by another English–Spanish bilingual.
Adjective placement in English–French code-switching

a. Mon père prépare des {?piments green, ??green piments}. (Fr → Eng; N-A)
b. My dad is making {marron potatoes, potatoes marron}.\[^{102}\] (Eng → Fr; A-N or N-A)

English has predominantly pre-nominal adjective placement, as illustrated in (7.16a), while Spanish and French have pre-dominantly post-nominal adjective placement, as illustrated in (7.16b) and (7.16c), respectively. An English adjective embedded into a Spanish utterance has to be placed pre-nominally and a Spanish adjective embedded into an English utterance has to be placed post-nominally, as shown in (7.17). In other words, in the English–Spanish language pair, the embedded adjective followed the rules of the embedded, but not the matrix language. In the English–French language pair, the judgements were much harder and seemed to depend a lot on prosodic factors. However, as shown in (7.18), we observed an overall tendency going in the opposite direction: an English adjective embedded into a French utterance was preferably post-nominal (so, it followed the rules of the matrix language, not the embedded one, unlike in the English-Spanish pair), but a French adjective embedded into an English utterance could be either pre-nominal or post-nominal, with potential subtle meaning differences, which we haven’t explored yet.

At this point it’s unclear what drives the differences between Spanish and French above, although it does seem that articulatory and prosodic integration seems to play an important role, and French rules of prosodic grouping and prominence assignment differ from English ones more so than Spanish ones do.\[^{103}\] It is also worth noting that the example that was the hardest to judge, (7.18a), was the only one that had an overt determiner, which likely complicated articulatory integration. What these data do illustrate, however, is that linearization preferences in code-switching depend on the language pair.

What does this observation mean for speech–gesture integration? In line with the observations I made in subsection 4.3.4, a naïve first attempt to coach the problem of speech–gesture

\[^{102}\] Marron is French for ‘brown’. This example is different from the rest of the paradigm, because my consultant found it hard to prosodically integrate a monosyllabic French adjective into an English utterance, which further highlights the role of prosody in code-switching.

\[^{103}\] For one thing, English and Spanish both have lexical stress while French doesn’t.
integration in code-switching terms could be to say that gestures follow the linearization rules of the matrix language because they don’t have rules of their own. This claim, however, would be based on assumptions that need not be right and require further research.

For one thing, while gesture in non-signers might not be a fully grammaticalized system, there might still be gesture-specific preferences for linearization, prosodic grouping, displacement and the like, which would emerge in gesture-only utterances. For example, there has been work showing that speakers of languages with various relative placement of Subject, Object, and Verb exhibit uniform preferences for SOV or SVO orders (depending on the nature of the information conveyed) in gesture-only utterances (Gibson et al. 2013; Futrell et al. 2015; Marno et al. 2015, a.o.). I am not aware of any similar work trying to identify default preferences, if any, for modifier placement in gesture-only utterances, but research in this direction would be of great interest.

Second, the data reported in subsection 4.3.4 are but preliminary data for only three languages (English, French, Russian) and for size gestures only. Different patterns could emerge once we start looking at gestures embedded into spoken utterances in other languages as well as gestures that encode other types of meaning.

Third, we have seen that articulatory and prosodic integration are of utmost importance for both speech–gesture integration and for code-switching between two spoken languages with sufficiently different prosodic systems. The role of articulatory and prosodic considerations in both processes needs to be clarified before any claims are made about integration at other levels.

As hinted at the beginning of this subsection, research on speech–gesture integration could benefit most obviously from being informed by studies on speech–sign integration in bimodal bilinguals, in particular, when it comes to investigating the issues of prosodic and articulatory integration, constraints on code-blending, and differences between code-blending and code-switching. It is worth noting in this respect that it has been argued in the literature that speech–sign code-blending in bimodal bilinguals arises via a single, unified speech–sign system rather than switching between two systems (e.g., Lillo-Martin et al. 2016; de Quadros et al. To appear). It would be interesting to see to what extent the same view can be extended to co-speech gestures (which
I assimilated to code-blending at the beginning of this subsection) and how things are different, if at all, for pro-speech gestures (which I assimilated to code-switching at the beginning of this subsection).

7.2.5 Linearization constraints in multi-modal composition

The issue of linearization preferences raised in subsections 4.3.4 and 7.2.4 can and should be extended beyond integration of speech and hand gestures. At the end of the day, given a multi-modal compositional structure, we want to be able to predict how it can be linearized.

The problem is far from trivial, and modality-specific effects certainly do arise in this domain. For example, when spoken degree modifiers modify gestures, the latter can be linearized as pro-speech (modulo potential difficulties of articulatory integration), but not as co-speech, as shown in (7.19).

(7.19) a. Stephanie’s dog is \{surprisingly, impressively, very, extremely\} SMALL.
   b. *Stephanie brought her \{surprisingly, impressively, very, extremely\} \underline{dog}_{SMALL}.

In contrast, facial expressions, don’t seem to be constrained in the same way, as shown in (7.20).\(^{104}\)

(7.20) Stephanie brought her \underline{dog}^O_{SMALL}.
   \(\checkmark\) Stephanie’s dog is small to a \{surprising, impressive, high\} extent.

I believe that investigating such constraints in a systematic way is a promising and important direction for future research within the general program of studying multi-modal integration at various levels of representation.

\(^{104}\)Alternative construals of (7.20) might be possible, whereby \(O,O\) actually adjoins to her dog and is interpreted as a supplement along the lines of ‘who is surprising’ (it’s unlikely that it adjoins to \(dog\) and is interpreted akin to the adjective \emph{surprising}, because then we would expect a restricting reading to be available here, but it doesn’t seem to be). We then pragmatically establish that what is surprising about Stephanie’s dog is its size, encoded by the gesture, but there is no compositional link between the gesture and the facial expression.
Notational conventions

Below I list the notational conventions used throughout this dissertation.

1. Gestures and facial expressions.

   (a) Approximate word equivalents of gestures are written in all caps.

   (b) Gestures with their own time slot are written as part of the linear string, without any additional markers.

   (c) Co-speech gestures are written as subscripts, with underlining indicating their approximate temporal alignment.

   (d) Only mirative facial expressions are discussed in this dissertation. They are systematically written as O,O, iconically representing eyes wide open; potential differences among various versions of O,O (e.g., in mouth or head movements) are not captured in the notation.

   (e) Co-speech or co-gesture facial expressions are written as superscripts, with overlining indicating their approximate temporal alignment.

   (f) In some cases pictures are added to illustrate gestural content (hand gestures or facial expressions); they are systematically placed before the approximate onset of the expression they are illustrating. In examples cited from other people’s work, original pictures are used whenever available; no pictures are added if the original examples don’t contain them.

2. Prosody.

   (a) Vocal prosodic prominence associated with focus or contrastive topic marking (primarily
(L+)H* pitch accent for English) is indicated by bolding the word whose stressed syllable is prominent. Note that when a co-speech gesture is semantically in focus, it is the co-occurring spoken material that gets marked prosodically. Any production peculiarities of semantically focused co-speech gestures (e.g., kinetic emphasis) are not captured in the notation.

(b) Gestural prosodic prominence associated with focus marking is only indicated for gestures with their own time slot. It usually involves more prominent, accelerated movement. A vocalization (iconic or not) might be added to facilitate prominence marking and/or articulatory integration of prominent gestural material into a spoken utterance.

(c) Prosodic grouping is only indicated when it is particularly relevant. (PrP ...) is used to mark prosodic phrases, without further distinction among different types of prosodic phrases.
Glossary of terms

In this Appendix I define some of the recurrent terms that I use throughout this dissertation, in particular, those that (i) are new, (ii) are ambiguous, (iii) are not very well-known, (iv) are not used in a homogeneous way in the literature, or (v) are used non-standardly by me. I don’t include commonplace terms that are used in the traditional way here.

• **ANCHOR.** An expression that a supplement composes with. For example, adnominal appositives compose with individuals as their anchors, sentence-level adverbs compose with propositions as their anchors, etc.

• **AT-ISSUE.** Following some of the previous literature, I sometimes use this term to describe a piece of content that doesn’t project and is, thus, truth-conditionally non-vacuous.

• **CO-NOMINAL GESTURE.** A content-bearing gesture that co-occurs with and associates with a nominal spoken expression.

• **CO-SPEECH GESTURE.** A content-bearing gesture that co-occurs with and associates with a spoken expression.

• **CO-VERBAL GESTURE.** A content-bearing gesture that co-occurs with and associates with a verbal spoken expression.

• **COSUPPOSITION.** An assertion-dependent inference that projects like a PRESUPPOSITION. I propose to both expand and constrain cosuppositions by equating them with NON-RESTRICTING MODIFIER INFERENCES.

• **EXPRESSIVE.** A piece of content that (i) conveys information about the speaker’s emotional state such that (ii) that emotional state doesn’t have to be brought about by the denotation of what this piece of content adjoins to syntactically. For example *fucking, damn, or bloody* (used in their
non-literal sense) are expressives, but lovely isn’t. I thus use the term more narrowly than Potts (2005).

- **FORM INDEXICAL.** An indexical interpreted with respect to an index within the context parameter that keeps track of the preferred/appropriate/etc. form of a given expression for a given individual/pair of individuals/etc.

- **HEIGHT SPECIFICATION.** The endpoint of a directional gesture whose relative height iconically represents some property of the event depicted and/or one of the event participants.

- **LEXICAL PRESUPPOSITION.** A **SEMANTIC PRESUPPOSITION** that is triggered as part of the lexical entry of a specific lexical item.

- **LOCAL ACCOMMODATION.** A last-resort mechanism posited for presuppositions that allows for them to be interpreted locally under semantic operators when they can’t project for some reason.

- **METALINGUISTIC FOCUS** (a.k.a. **CORRECTIVE FOCUS**). Focus that targets the form rather than the content of an expression.

- **MODIFIER.** A piece of content that composes with an expression of type $\tau$ with the result of the composition being of type $\tau$, too. However, throughout this dissertation I often use the term **MODIFIER** to mean **SUBSECTIVE MODIFIER**, as I don’t discuss non-subsective modifiers. Furthermore, additional syntactic information might be needed to distinguish between modifiers and things they modify (especially, if we maintain that some modifiers compose with the things they modify intersectively).

- **NON-RESTRICTING MODIFIER.** A non-restricting modifier is a **SUBSECTIVE MODIFIER** that is intended by the speaker as not affecting the truth conditions of the utterance in which it appears (and is furthermore licensed by some discourse relation).

- **NON-RESTRICTING MODIFIER INFERENCE.** An inference contributed by a **NON-RESTRICTING MODIFIER** that the expression being modified entails the result of modification. I propose that such inferences project as **PRESUPPOSITIONS**, i.e., relative to local contexts, but are triggered pragmatically rather than semantically. I also equate **COSUPPOSITIONS** with non-restricting modifier inferences.
• NON-RESTRICTIVE. A non-restrictive piece of content is one that doesn’t have a compositional potential to be restricting.

• NON-SUBLEXICAL. A non-sublexical piece of content is one that has its own node in the morphosyntax, as opposed to being part of a larger lexical entry.

• PRAGMATIC PRESUPPOSITION. A presupposition that is triggered via pragmatic reasoning on the speaker’s beliefs or intentions. Cf. SEMANTIC PRESUPPOSITION.

• PRESUPPOSITION. Any inference that by default needs to be entailed by its local context, regardless of how this requirement is triggered.

• PRO-SPEECH GESTURE. A content-bearing gesture that has its own time slot and is compositionally integrated into an otherwise spoken utterance.

• PROJECTION. A piece of content that projects from under an operator (e.g., negation, question operator, conditional operator, modal, etc.) if it is interpreted outside that operator’s semantic scope despite appearing to be in its syntactic scope.

• PROSODICALLY INDEPENDENT GESTURE. Gesture that has its own time slot and doesn’t co-occur with any spoken content (but might co-occur with vocalizations, for iconicity-related and/or articulatory reasons). Prosodically independent gestures have to integrate into the speech stream prosodically on their own, in which they differ from CO-SPEECH GESTURES, which are prosodically parasitic on the spoken string they co-occur with.

• RESTRICTING. A restricting modifier is a SUBSECTION MODIFIER that (i) is not intended by the speaker as truth-conditionally vacuous, (ii) is used by the speaker to pick out a potentially non-empty part of the denotation of the expression it modifies.

• RESTRICTIVE. A restrictive piece of content is one that has a compositional potential to be restricting.

• SEMANTIC PRESUPPOSITION. A presupposition that is triggered semantically, e.g., as part of the lexical entry of a specific lexical item or a semantic composition rule. Cf. PRAGMATIC PRESUPPOSITION.

• STRONG. A strongly projecting inference is one that PROJECTS by default and cannot be inter-
interpreted locally even under pressure.

- **SUBSECTIVE.** A subsective modifier is a MODIFIER that composes with the expression it modifies $\beta$ such that the output contains a conjunct that applies $\beta$ to all the upcoming arguments. See (2.6) for a formal definition. An obligatory property of subsective modifiers that follows from this definition is **SUBSECTIVE ENTAILMENT**.

- **SUBSECTIVE ENTAILMENT.** An entailment relation that holds when the result of modification entails the expression being modified.

- **SUPPLEMENT.** A piece of content that composes with an ANCHOR and yields a proposition of a special kind about it. Nominal appositives, appositive relative clauses, sentence-level adverbs are supplements. Full-clause parentheticals aren’t. I thus use this term more narrowly than Potts (2005).

- **WEAK.** A weakly projecting inference is one that PROJECTS by default, but can be interpreted locally under pressure relatively easily.
Appendix C

Instructions for Experiment in Chapter 3

Below I provide the instructions that the MTurk participants in the experiment from Chapter 3 saw before completing the study (some of the aspects of the formatting, such as, for example, the fonts, were not preserved). Please find all the videos used in the experiment, including the example videos from the instructions, here: [https://osf.io/fr5xt/](https://osf.io/fr5xt/)

---

**Instructions**

To complete this study you will need a computer with Internet connection and ability to play embedded videos, as well as headphones or speakers. Please make sure your screen is big enough to watch videos.

This study has 11 trials and should take about 8–10 minutes to complete. In each trial you will read a short context paragraph and then watch a video of a person uttering a sentence in English in this context. (Depending on your browser, you might have to click twice on the play button for the video to play.) Your task will be to assess how natural this sentence is in the given context by dragging a slider on a continuous scale from ’Totally unnatural’ to ’Totally natural’. (If you want to leave the slider where it is, i.e., in the middle of the scale, you will need to at least click on it, otherwise you won’t be allowed to proceed.)

Some of the sentences in the videos will contain gestures. Some of the contexts will be similar
or identical to each other. Please pay close attention to the details of the contexts and to the gestures (when present) when assessing the naturalness of the sentences.

Please note that there are no right or wrong answers here. When assessing the naturalness of the sentences you are expected to rely on your own linguistic intuitions rather than some prescriptive rules of “good English”.

Below are some examples of how to use the scale (your judgements might be different from those provided in the examples). Please note that the contexts and videos in the actual trials will not be analogous to the examples below.

Example A

Context: Anna and Maria are watching a movie. Anna just saw the main character Zoe punch a guy much taller than her and standing right in front of her in the face. Anna turns to Maria and says:

[Utterance in the video: Wow! Did you see her punch him the facePUNCH-HIGH?]?

For most speakers of English this is a coherent, natural sentence in the given context. If you are among those speakers, you might rate this sentence very high on the naturalness scale, for example:
Example B

Context: Anna and Maria are watching a movie. Anna just saw the main character Zoe punch a guy much taller than her and standing right in front of her in the face. Anna turns to Maria and says:

[Utterance in the video: Wow! Did you see her punch him the facePUNCH-LOW?]

The context in Example B is the same as in Example A, but Anna’s gesture in the video is different; unlike the one in Example A, this gesture doesn’t reflect the guy’s height relative to Zoe’s. Some speakers of English might find this sentence a bit odd in the given context. If you are among those speakers, you might rate this sentence somewhat lower on the naturalness scale, for example:

Example C

Context: Anna and Maria are watching a movie. Anna just saw the main character Zoe punch a guy much shorter than her and standing right in front of her in the face. Anna turns to Maria and
[Utterance in the video: Wow! Did you see her punch him the face?]

The sentence in the video is the same as in Example A, but the context is different. Anna’s gesture contradicts the information about the guy’s height relative to Zoe’s. Most speakers of English would probably find this sentence quite odd in the given context. If you are among those speakers, you might want to rate this sentence very low on the naturalness scale, for example:

In order to get paid, please make sure that you complete all 11 trials.
Items for Experiment in Chapter 3

Below I list all the test items used in the experiment from Chapter 3. No illustrations are provided for the gestures. Please find all the videos used in the experiment here: https://osf.io/fr5xt/

Scenario type: ‘Brother’

Projecting non-restricting

(D1) Context: We are planning a ‘Harry Potter’-themed event at which all the invitees are supposed to wear floor-length wizard robes. Anna and Maria are responsible for ordering the robes for everyone. Maria just told Anna that Simon, who has two siblings, a somewhat short sister and a very tall brother, has invited one of them to the event. Anna, who has seen both Simon’s siblings before, says:

Do you know which one of Simon’s siblings will be joining us? ’Cause if he invited...

a. his short sister
b. his sister, a short person
c. his sister_{SHORT}

..., we’re good, but if he invited...

a. his tall brother
b. his brother, a tall person
c. his brother_{TALL}

..., we should get a longer robe for him.
Restricting

(D2)  Context: We are planning a ‘Harry Potter’-themed event at which all the invitees are supposed to wear floor-length wizard robes. Anna and Maria are responsible for ordering the robes for everyone. Maria just told Anna that Simon, who has two brothers, a somewhat short guy and a very tall one, has invited one of them to the event. Anna, who has seen both Simon’s brothers before, says:

Do you know which one of Simon’s brothers will be joining us? ’Cause if he invited...

a. his short brother
b. his brother, a short guy
c. his brother_{short}

..., we’re good, but if he invited...

a. his tall brother
b. his brother, a tall guy
c. his brother_{tall}

..., we should get a longer robe for him.

Non-projecting non-restricting

(D3)  Context: We are planning a ‘Harry Potter’-themed event at which all the invitees are supposed to wear floor-length wizard robes. Anna and Maria are responsible for ordering the robes for everyone. Maria just told Anna that Simon has invited his brother to the event. Anna knows that Simon only has one brother, but has never seen him. She says:

Do you know how tall Simon’s brother is? ’Cause if he invited...

a. his short brother
b. his brother, a short guy
c. his brother_{short}
..., we’re good, but if he invited...

a. his tall brother
b. his brother, a tall guy
c. his brother_{TALL}

..., we should get a longer robe for him.

Scenario type: ‘Car’

Projecting non-restricting

(D4)  Context: Maria just told Anna that their friend Kate is coming to visit New York for a few days. Kate will be driving from Massachusetts and is looking for a place where to leave her car for while she’s in New York. Kate has two cars, a small smart car and a large SUV. Anna, who has seen both Kate’s cars before, says:

Do you know which one of her cars Kate will be using to get here? ’Cause if she’s coming in...

a. her small smart car
b. her smart car, a small vehicle
c. her smart car_{SMALL}

..., it’ll fit in my garage, but if she’s coming in...

a. her large SUV
b. her SUV, a large vehicle
c. her SUV_{LARGE}

..., she’ll have to look elsewhere.

Restricting
Context: Maria just told Anna that their friend Kate is coming to visit New York for a few days. Kate will be driving from Massachusetts and is looking for a place where to leave her car for while she’s in New York. Kate has two cars, a small smart car and a large SUV. Anna, who has seen both Kate’s cars before, says:

Do you know which one of her cars Kate will be using to get here? ’Cause if she’s coming in...

a. her **small** car
b. her car, a **small** vehicle
c. **her car**$_\text{SMALL}$

..., it’ll fit in my garage, but if she’s coming in...

a. her **large** car
b. her car, a **large** vehicle
c. **her car**$_\text{LARGE}$

..., she’ll have to look elsewhere.

Non-projecting non-restricting

Context: Maria just told Anna that their friend Kate is coming to visit New York for a few days. Kate will be driving from Massachusetts and is looking for a place where to leave her car for while she’s in New York. Anna knows that Kate only has one car, but has **never seen it**. She says:

Do you know how big Kate’s car is? ’Cause if she’s coming in...

a. her **small** car
b. her car, a **small** vehicle
c. **her car**$_\text{SMALL}$

..., it’ll fit in my garage, but if she’s coming in...
a. her large car
b. her car, a large vehicle
c. her car_{LARGE}

..., she’ll have to look elsewhere.

Scenario type: ‘Dog’

Projecting non-restricting

(D7) Context: We are going on a group tour. Anna and Maria are responsible for renting a van. Maria just told Anna that Stephanie, who has two pets, a small cat and a large dog, is planning to bring along one of her pets. Anna, who has seen both Stephanie’s pets before, says:

Do you know which one of Stephanie’s pets is coming with us? ’Cause if she’s bringing...

a. her small cat
b. her cat, a small animal
c. her cat_{SMALL}

..., we’ll be fine, but if she’s bringing...

a. her large dog
b. her dog, a large animal
c. her dog_{LARGE}

..., we should get a bigger van.

Restricting

(D8) Context: We are going on a group tour. Anna and Maria are responsible for renting a van. Maria just told Anna that Stephanie, who has two dogs, a small Pug and a large Great Dane, is planning to bring along one of her dogs. Anna, who has seen both Stephanie’s
Do you know which one of Stephanie’s dogs is coming with us? ’Cause if she’s bringing...

a. her small dog
b. her dog, a small animal
c. her dog_{SMALL}

..., we’ll be fine, but if she’s bringing...

a. her large dog
b. her dog, a large animal
c. her dog_{LARGE}

..., we should get a bigger van.

Non-projecting non-restricting

(D9) Context: We are going on a group tour. Anna and Maria are responsible for renting a van. Maria just told Anna that Stephanie is planning to bring along her dog. Anna knows that Stephanie only has one dog, but has never seen it. She says:

Do you know which one of Stephanie’s dogs is coming with us? ’Cause if she’s bringing...

a. her small dog
b. her dog, a small animal
c. her dog_{SMALL}

..., we’ll be fine, but if she’s bringing...

a. her large dog
b. her dog, a large animal
c. her dog_{LARGE}

..., we should get a bigger van.
Scenario type: ‘Dog’

Projecting non-restricting

(D10)  Context: Maria just told Anna that their friend Paloma, who is an amateur musician, is going to France for a semester. Paloma has a small electric piano and a large tuba. She wants to bring one of her instruments with her to France so that she can practice occasionally, but she doesn’t know if she can fly with it. Anna, who has seen both Paloma’s instruments before, says:

Do you know which one of her instruments Paloma wants to take with her? ’Cause if she’s flying with...

a. her small piano
b. her piano, a small instrument
c. her piano\textsuperscript{small}

..., she should be able to take it as carry-on, but if she’s flying with...

a. her large tuba
b. her tuba, a large instrument
c. her tuba\textsuperscript{large}

..., she’ll have to check it in.

Restricting

(D11)  Context: Maria just told Anna that their friend Paloma, who is an amateur pianist, is going to France for a semester. Paloma has two electric pianos, a small portable one and a large full-size one. She wants to bring one of her pianos with her to France so that she can practice occasionally, but she doesn’t know if she can fly with it. Anna, who has seen both Paloma’s pianos before, says:

Do you know which one of her pianos Paloma wants to take with her? ’Cause if she’s
flying with...

a. her small piano
b. her piano, a small instrument
c. her \( \text{piano}_{\text{SMALL}} \)

..., she should be able to take it as carry-on, but if she’s flying with...

a. her large piano
b. her piano, a large instrument
c. her \( \text{piano}_{\text{LARGE}} \)

..., she’ll have to check it in.

Non-projecting non-restricting

(D12)  Context: Maria just told Anna that their friend Paloma, who is an amateur pianist, is going to France for a semester. Paloma wants to bring her electric piano to France so that she can practice occasionally, but she doesn’t know if she can fly with it. Anna knows that Paloma only has one piano, but has never seen it. She says:

Do you know how big Paloma’s piano is? ’Cause if she’s flying with...

a. her small piano
b. her piano, a small instrument
c. her \( \text{piano}_{\text{SMALL}} \)

..., she should be able to take it as carry-on, but if she’s flying with...

a. her large piano
b. her piano, a large instrument
c. her \( \text{piano}_{\text{LARGE}} \)

..., she’ll have to check it in.
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