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Abstract
I argue, contra Chomsky (2013, 2015), that internal merge may not be free. It is shown that the Criterial Position (Rizzi 2006, 2010, 2015) is the position in which a raised category completes the valuation of all of its own unvalued features. The Halting Problem, the Extended Projection Principle, and the Empty Category Principle (as well as the disappearance of that effect) are all fully accounted for in terms of feature valuation. This unified account derives from the corollary of the derivational system of Labeling Algorithm (Chomsky 2013, 2015), in which labeling results from feature valuation. In Scandinavian Object Shift and Icelandic Stylistic Fronting, a category that does not have unvalued features can move from/into the Criterial Position (Hosono 2016). Following Chomsky (2013, 2015), who claims that (both external and internal) merge is free, movement from/into the Criterial Position would be allowed to occur with its legitimacy determined by filtering at the interfaces. If such movement is considered to occur exceptionally in narrow syntax, constraints on movement should exist. The argument that far more constraints on movement are imposed by phonology than have been considered so far (Hosono 2016, Richards 2016) indicates not only that internal merge may not be free, but also that narrow syntax will be crash-proof (Frampton and Gutmann 2002): the derivational mechanism will produce only well-formed structures that conform to the requirement by phonology, with no filters assumed.

1. Introduction
A sentential element is frozen in some structural positions, the problem called the Halting Problem (HP, Rizzi 2006, 2010, 2015). In (1a), the wh-object which dog moves from its original position to [Spec,(embedded)CP]. When it moves out of that position, the sentence is ungrammatical; see (1b). Such a position as [Spec,(embedded)CP] from where a sentential element cannot move up further is called the Criterial Position (CriP).

* Thanks to Johan Brandtler for his helpful comments for my former work which this paper is based on. Special thanks to Anders Holmberg for his insightful comments and helpful suggestions for the former version of this paper. Thanks also to Hisatsugu Kitahara for his insightful suggestions for a series of my works. Part of this work was presented in Keio University Linguistics Colloquium, January 2016. I would like to thank the participants for their many helpful comments.
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(1)  
a. You wonder \([CP [Q which dog] C_Q John likes [Q which dog]].\)
   b. \(*[Q which dog] do you wonder [CP [Q which dog] C_Q John likes [Q which dog]].\)

   Another typical CriP claimed in the literature (Rizzi 2006, 2010, 2015) is the subject position, \([Spec, TP]\) traditionally, which is required to be filled by an overt subject in languages such as English (the Extended Projection Principle (EPP), Chomsky 1981, 1986, 1995):

(2)  
\(*(John) kisses Mary.\)

   An issue related to the EPP is the Empty Category Principle (ECP), which requires that a trace be properly linked with its antecedent (Chomsky 1981, 1986, 1995). In languages such as English, when a \(wh\)-subject moves to sentence-initial position, the overt complementizer \(that\) cannot appear, since the overt complementizer intervenes between the raised \(who\) and its trace (the \(that\)-trace effect, Chomsky 1981, 1986); see (3a). When the complementizer disappears, the ECP effect also disappears and the entire sentence is grammatical; see (3b).

(3)  
   a. \(*Who do you think that [who read the book]?\)
   b. \(Who do you think \(\emptyset\) [who read the book]?\)

   In this paper, I argue, contra Chomsky (2013, 2015), that internal merge (IM) may not be free. It is shown that the CriP is the position in which a raised category completes the valuation of all of its own unvalued features. That is, a category to be raised must have some unvalued feature(s) which is valued by a head in its raised position; after it completes the valuation of all of its unvalued feature(s), it cannot move up further. The HP, the EPP, and the ECP (as well as the disappearance of that effect) are all fully accounted for in terms of feature valuation. This unified account derives from the corollary of the derivational system of Labeling Algorithm (LA, Chomsky 2013, 2015), in which labeling results from feature valuation. In Scandinavian Object Shift (OS, Holmberg 1986) and Icelandic Stylistic Fronting (SF, Holmberg 2000), a category that does not have unvalued features can move from/into the CriP (Hosono 2016). Following Chomsky (2013, 2015), who claims i) that both external merge (EM) and IM are free, and ii) that a syntactic object (SO) that is gibberish and not interpreted
appropriately is filtered out at the interfaces, movement from/into the CriP would be allowed to occur with its legitimacy determined by filtering at the interfaces. If such movement is considered to occur exceptionally in narrow syntax (NS), constraints on movement should exist. The argument that far more constraints on movement are imposed by phonology (PHON) than have been considered so far (Hosono 2016, Richards 2016) indicates not only that IM may not be free, but also that NS will be crash-proof (Frampton and Gutmann 2002): the derivational mechanism will produce only well-formed structures that conform to the requirement by PHON, with no filters assumed.

This paper is organized as follows. Section 2 introduces the LA derivational system (Chomsky 2013, 2015). Section 3 examines the properties of the CriP in detail. Sections 4 presents two movement cases, Scandinavian OS and Icelandic SF. Section 5 discusses constraints on movement. Section 6 concludes this paper.

2. Labeling Algorithm and Free Merge

Through the theoretical transition (Chomsky 2004, 2008), Chomsky (2013, 2015) completely eliminates the constraint on movement, contra Chomsky (2001), who claimed that movement occurs when a semantic difference is reflected on the interfaces. Under the long tradition of X′-bar theory (Chomsky 1981, 1986, 1995), a head automatically projected itself. Contrary to this tradition, Chomsky (2013, 2015) claims that in configuration [XP, YP], there is no necessity to assume that Y, for instance, always projects. But a SO needs a label so that it can be interpreted at the interfaces. It is labeled in the derivation by LA, which is claimed to be a minimal search of computation.1

Labeling of SOs proceeds as follows. First, in configuration [v*/C, XP] where the phase head, either v* or C, merges to a maximal projection, XP, LA takes the label of that phase head, which results in either [v*/ > v*, XP] or [C > C, XP].

Secondly, in configuration [R/T, XP] where either a verbal root R or T, which is not a phase head and weak by assumption, merges to XP, either XP itself or a category inside XP, say YP, moves to the Spec of that head to strengthen the head. The raised category and the head share some features, e.g. φ-features. Feature sharing between two categories includes the valuation procedure in which

1 See Collins (2002) and Seely (2006), who claim within the phase (Chomsky 2000) framework that labels should be eliminated from the syntactic representation.
one’s unvalued features are valued by the other’s valued counterpart. After feature valuation, LA takes the shared \(\varphi\)-features and labels the entire projection \(<\varphi,\varphi>\), which results in either \([<\varphi,\varphi> XP_{[\theta]} [R_{[\theta]}, \text{XP}]]\) or \([<\varphi,\varphi> YP_{[\theta]} [T_{[\theta]} [\text{XP} \ldots \text{YP} \ldots]]]\).²

Thirdly, in configuration [XP, YP] where two maximal projections, XP and YP, merge, one way to label the projection is that either one of them moves out of that configuration, and the remaining maximal projection offers its label. That is, after one of the maximal projections moves out, its copy in the original position becomes part of a discontinuous object. LA is blind to such an element and takes instead the head of the remaining maximal projection as the label of the entire configuration, which results in either \([\text{XP} [:<\gamma> \text{XP}, \text{YP}]\]) or \([\text{YP} [:<\gamma> \text{XP}, \text{YP}]\]). The other way is that XP and YP share some features, e.g. \(\varphi\)-features, and feature valuation occurs between them; LA takes the shared features and labels the projection \(<\varphi,\varphi>\), which results in \([<\varphi,\varphi> \text{XP}_{[\theta]}, \text{YP}_{[\theta]}]\).

On the basis of the labeling procedure introduced above, the derivation of *John kisses Mary* proceeds as illustrated in (4), which is the final representation of the derivation. Following Chomsky (2013, 2015), let us consider the derivational process until when \(\beta<\nu^*>\) (= \(\nu^*P\), with the traditional notation) is transferred.

(4) \(C [u<\varphi,\varphi> \text{John} [T [\beta<\gamma^*> \text{John} [kisses(\neg R)+\nu^* [T<\varphi,\varphi> \text{Mary} [kisses(\neg R) [\delta \text{Mary}]]]]]]]\)

The verbal root \(R\), *kisses*, merges to its internal argument, *Mary*. Since *kisses(\neg R)* is not a phase head and weak, *Mary* moves to \([\text{Spec},\gamma]\) to strengthen it. The phase head \(\nu^*\) merges to \(\gamma\). Phasehood is inherited from \(\nu^*\) to \(R\): functional features such as \(\varphi\)-features that are located in \(\nu^*\) are inherited to *kisses(\neg R)*. *Kisses(\neg R)* and *Mary* in its Spec go on to feature valuation and the latter is assigned an Acc(usative Case). LA labels \(\gamma<\varphi,\varphi>\). *Kisses(\neg R)* moves to \(\nu^*\) to become a verbal category.⁴ Phasehood is activated in the original position of \(R\). \(\delta\), the complement of \(R\) (which is now vacuous), is transferred.

Then, the external argument of \(\nu^*\), *John*, and \(T\) merge in turn. Since \(T\) is

---

² Here, I tentatively notate all \(\varphi\)-features, both unvalued ones and valued ones, as \([\varphi]\) for explanatory sake. I introduce a detailed derivational process soon below.

³ \(R\) has valued \(\varphi\)-features \([\varphi]\), which are inherited from \(\nu^*\), and \(T\) has unvalued \(\varphi\)-features \([\nu^*]\), which are inherited from \(C\). *John* and *Mary* each have an unvalued Case, \([u\text{Case}]\). I omit them from the notation in (4) for simplicity sake.

⁴ After \(R\) moves to \(\nu^*\), \(\nu^*\) is claimed to be deleted due to its affixal nature (Chomsky 2015). In this paper, I notate \(R+\nu^*\) in its final transferred position without a deletion line on \(\nu^*\).
not a phase head and weak, DP in its complement, i.e. John in [Spec,β], moves to [Spec,α] to strengthen it. After John moves out, LA finds the phase head v* and β is labeled <v*>. The phase head C merges to α. Phasehood is inherited from C to T, and functional features such as ϕ-features that are located in C are inherited to T. T and John in its Spec go on to feature valuation and the latter is assigned a Nom(inative Case); the unvalued ϕ-features on T are also valued by the valued counterpart of John.\(^5\) LA labels α <ϕ,ϕ>. Phasehood is then activated in T. β<v*>, the complement of T, including γ<ϕ,ϕ>, is transferred.

As can be seen in the demonstration above, movement of a maximal projection does not always produce a new semantic effect such as focus or topic on it in the LA system. A category can of course receive a new interpretation in its raised position. The point here is that in the LA system, there is no constraint on movement that movement occurs when a semantic difference is reflected on the interfaces, contra Chomsky (2001). Eliminating any constraints on movement, Chomsky (2013, 2015) claims that both EM and IM are free. Merge can occur, having no recourse to any triggering features. Among SOs constructed in NS, those which are gibberish and not appropriately interpreted are filtered out at the interfaces (cf. Chomsky et al. 2017).

3. The Properties of the Criterial Position

Chomsky (2015) argues that the HP illustrated in (1a-b) is derived as follows. When which dog moves to [Spec,(embedded)C], feature valuation occurs between the unvalued [Q], [uQ], of which dog and the valued [Q] of CQ.\(^6\) As illustrated in (5a), the projection of CQ, i.e. β, is labeled <Q,Q>, with the shared feature Q taken. When which dog moves out of [Spec,β], LA takes CQ as the label of β. This means, according to Chomsky, that the embedded clause is interpreted as a yes-no question, a gibberish interpretation, which causes (5b) to be ungrammatical.\(^7\)

---

\(^5\) Chomsky (2016) revises his claim, saying that after the phase head C and the raised subject go on to feature valuation, functional features such as ϕ-features located in C are inherited to T. In this claim, it is not clear for what reason ϕ-features must be inherited after the valuation procedure occurs between C and the subject. In this paper, I assume the system proposed by Chomsky (2013, 2015).

\(^6\) See Cable (2010), who claims that C has a valued [Q] in interrogatives in all languages.

\(^7\) See also Epstein et al. (2015), who claim that since the application of merge is free and ungrammatical cases such as (5b) are derived from their gibberish interpretation at the semantic
Chomsky’s account for (5b) is quite odd, however. First, assume that feature valuation does not occur between which dog and the embedded C_Q when the former passes through the latter’s Spec. Chomsky’s account implies that which dog can move from its original position through [Spec,\beta] up to [Spec,\alpha], escaping from LA’s minimal search. When which dog with [uQ] moves to [Spec,\beta], LA would expect feature valuation to occur between which dog and the embedded C_Q with [Q] and would try to find their shared feature to label the embedded clause as soon as possible. It is quite odd to argue that the raised category LA would definitely target can escape from LA’s minimal search and move up further.

Secondly, assume that which dog moves out of [Spec,\beta] after feature valuation occurs between which dog and the embedded C_Q. Chomsky’s claim that LA takes C_Q as the label of \beta after which dog moves out of [Spec,\beta] indicates that feature valuation between the embedded C_Q and which dog raised to [Spec,\beta] can be cancelled. After feature valuation between the embedded C_Q and which dog, \beta is already labeled <Q,Q>, with LA taking their shared features as the label of \beta. No argument is presented to support the claim that a once labeled SO can be relabeled.

Chomsky (2015) associates the EPP with the ECP, on the other hand. As we saw in section 1, the subject position must be overtly filled in English; see (6a). When the wh-subject who moves to sentence-initial position, the overt complementizer that cannot appear; see (6b). On the contrary, languages such as Italian allow the subject position to be empty; see (7a). When the wh-subject chi ‘who’ moves to sentence-initial position, the overt complementizer che ‘that’ can appear; see (7b). Thus, English both has the EPP requirement and obeys the ECP, whereas Italian neither has the EPP requirement nor obeys the ECP. The English case (6c), in which when the overt complementizer disappears, the ECP effect disappears too, is idiosyncratic, according to Chomsky (2015).

(6)  

a. *(John) kisses Mary.  

b. *Who do you think [<><> that [\alpha who T [\beta<\leftrightarrow> who read the book]]]?  

c. Who do you think [<><> \emptyset [\alpha who T [\beta<\leftrightarrow> who read the book]]]?  

interface, the HP in syntax would be an illusion.
Chomsky (2015) attributes the difference between Italian and English to the strength of T. Based on his claim, the facts above are accounted for as follows. English has a poor inflectional system and has a weak T, which cannot label itself. It needs an overt subject in its Spec to strengthen itself, as illustrated in (6a). When the wh-subject who moves to the Spec of the matrix C, its copy in [Spec,α] is invisible to LA. α cannot be labeled, which makes (6b) ungrammatical. On the other hand, Italian has quite a rich inflectional system and has a strong T, which can label itself. It does not need an overt subject in its Spec to strengthen itself, as illustrated in (7a). When the wh-subject chi moves out of [Spec,α], the strong T can label itself (, regardless of whether the complementizer che is overt, actually); see (7b).

The account of the EPP and the ECP above is dependent on many stipulations and assumptions. It is stipulated that Italian has a strong T but English has a weak T. It is assumed that a strong T can label itself, whereas a weak T cannot. Chomsky (2015) claims for (6c) that when the complementizer that disappears, T acts as a phase head, though, it is assumed, the embedded clause maintains the label of CP. That is, phasehood is inherited from the embedded C to T and activated in T. After the complementizer disappears, T acts as a phase head, and the complement of T, i.e. β<ν*>, is transferred. The wh-subject in [Spec,α], which is now at the edge of the embedded ‘phase’, can be accessed by the syntactic operations carried out in the matrix phase and move up to sentence-initial position. This account of (6c) is ad hoc, obviously.8

Rizzi (2006, 2010, 2015) has argued that the properties of the CriP are accounted for in terms of Criterial Freezing. A functional head and a sentential

---

8 From another perspective, it would appear that Chomsky’s account for (6c), where T acts as a phase head after the complementizer disappears, is simple and elegant (Anders Holmberg, p.c.). But the entire LA system works on the assumption that only C and ν* are phase heads, whereas T and R are not. Chomsky’s account for (6c), in which T can exceptionally be a phasal head, is ad hoc.
element located in its Spec enter a structural, criterial relation; the interpretation of the latter is determined by the features of the functional head, Foc(us), Top(ic), etc. In (5a), the embedded C has Q. The wh-object *which dog, which moves to its Spec, enters the Q-criterial relation with the embedded C and receives the interpretation as a wh-operator. In this system, a category raised into the Spec of a head, including the CriP, cannot move up further by definition.

Rizzi (2015) tries to give a unified account for the CriP and the issues related to that position in terms of LA, claiming that when XP and YP have a different label in configuration [\(\alpha\) XP YP], one of them can move up. His argument amounts to claiming that in configuration [\(\alpha\) XP YP] with XP being in the Spec of the head Y, XP can move up when it does not share any features with Y. In the HP (5a-b), which dog and the embedded C share a Q-feature; the former stops in [Spec,\(\beta\)] as in (5a) and cannot move up further as in (5b). In the EPP (6a), the subject shares \(\varphi\)-features with T (Person in his term); the subject is frozen in the Spec of that head. In the ECP (6b), the raised wh-subject who shares \(\varphi\)-features with the embedded T (/Person), which prevents the wh-subject from moving up further.\(^9\)

Let us consider the properties of the CriP in detail. First, consider the HP and the properties of [Spec,(embedded)CP]. (8) (=1b) is the final representation of the derivation.\(^{10}\)

\[
(8) \quad *[\alpha \ [\gamma \ [\varnothing \ [\rho <\varnothing,\varnothing> \ you \ wonder \ [\gamma <\varnothing,\varnothing> \ [\varnothing \ which \ dog\]] \ CQ \ [John \ likes \ [\varnothing \ which \ dog\]]]]]
\]

After feature valuation occurs between the embedded verbal head likes and the wh-object which dog, the latter is assigned an Acc. It still has [uQ] and moves to [Spec,\(\gamma\)]. Since the verb wonder subcategorizes a wh-clause, the embedded C has

\(^{9}\) In Rizzi’s account, it is actually not necessary to refer to LA, since what he refers to as a label corresponds to the feature shared by a head and the category in its Spec. He also makes several assumptions, e.g. the closeness between heads, the maximality condition on projections, etc, which can all be eliminated. To account for the Italian cases (7a-b), pro, an argument pro (7a) and an expletive pro (7b), is assumed. See his work for the details, and also Holmberg (2005) for a convincing argument against assuming pro. (6c) is accounted for by assuming that when C disappears, the entire CP system including CP and TP is omitted (Rizzi 2015:335,ft.16).

\(^{10}\) I leave aside the internal structure of wh-phrases. See Cable (2010) for a detailed discussion of that issue. Recall that the wh-object has moved to the Spec of likes(=R), which process is eliminated from the notation hereafter.
[Q]. The *wh*-object in [Spec,γ] and C_Q go on to feature valuation, and γ is labeled <Q,Q>. In [Spec,γ], the *wh*-object completes the valuation of its own unvalued features. It is frozen there and cannot move up further to [Spec,α].

Next, let us consider the EPP and the properties of the subject position. (9) (=2) is the final representation of the derivation.

(9) C _[a<φ,φ> John [T β<φ,φ> John kisses(=R)+v* [r<φ,φ> Mary [kisses(=R) [δ Mary]]]]])]

_John_ in [Spec,β] moves to [Spec,α] to strengthen T, which is not a phase head and weak. Feature valuation occurs between T and the raised _John_, and the latter is assigned a Nom; α is labeled <φ,φ>. In [Spec,α], the subject _John_ completes the valuation of its own [uCase] and stops there.

Finally, let us consider the ECP, which effect does not appear in Italian but appears in English in the unmarked case; see (6-7b). The ECP effect does not appear in English when the overt complementizer disappears; see (6c). A Chomsky (2008) proposes the parallel movement analysis of *wh*-subjects: a *wh*-subject simultaneously moves from [Spec,v*P] to [Spec,TP] on one hand and from [Spec,v*P] to [Spec, CP] on the other in a parallel manner. With the parallel movement analysis, the derivation of the ECP proceeds as illustrated in (10a-c), which are the final representations.

(10) a. [a<φ,φ> chi C_Q[β<φ,φ> credi [γ<φ> ehi che [[δ<φ,φ> ehi [vincerà+T [ε<v> ehi vincerà]]]]]]]

b. *[a<φ,φ> who do+C_Q [β<φ,φ> you think [γ<φ> who that [[δ<φ,φ> who [T [ε<v> who read the book]]]]]]]

---

11 Parallel movement as well as other kinds of Merge operations are denied by Chomsky et al. (2017), who claim that merge (or rather, the resulting structure built by merge) should be strictly binary. But the parallel movement analysis must be maintained to label the matrix clause of *wh*-subject interrogatives. Consider the following simple case:

i) *[a<φ> C_Q[β<φ,φ> who T_Q[Q,φ] [γ<φ> who left]]]]?

If Q were inherited from C to T in addition to φ-features as illustrated in (i), [uQ] of _who_ would be valued by T (and its Case is also assigned a Nom). But since C does not have Q any longer, the matrix clause is labeled <C>, i.e., as a declarative clause, which leads to a gibberish expression. Thus, Q must not be inherited from C to T. I thank Hisatsugu Kitahara (p.c.) for letting me notice this point. This discussion further concerns the issue on how to tighten feature inheritance, which I leave for future research.

12 It has been traditionally claimed that a main verb moves to T in the Romance languages (e.g. Emonds 1978, Pollock 1989, Chomsky 1995), which is illustrated in (10a) but irrelevant here.
c. \([\epsilon_\langle Q, Q \rangle] \) who do+\( C_Q [\beta_{\langle \phi, \phi \rangle}] you think \([\gamma_\langle C \rangle] who \emptyset [\delta_{\langle \phi, \phi \rangle}] who \) [\(T [\epsilon_\langle V \rangle] who read the book]]]]\)?

The wh-subject \( \text{chi/who} \) moves from [Spec, \( \epsilon \)] to [Spec, \( \delta \)] on one hand, and from [Spec, \( \epsilon \)] to [Spec, \( \gamma \)] on the other. Its [uCase] is assigned a Nom in [Spec,\( \delta \)] by feature valuation with T, but it still has [uQ] in [Spec,\( \gamma \)]. Since the verb credi/think subcategorizes a che/that-clause, the embedded C does not have [Q] that can be shared by the wh-subject. Feature valuation does not occur between the embedded C and \( \text{chi/who} \) in [Spec,\( \gamma \)]. The wh-subject with [uQ] continues to move up to the matrix Spec. In [Spec,\( \alpha \)], the wh-subject goes on to feature valuation with the matrix C\( _Q \), and its [uQ] is valued. Completing the valuation of all of its own unvalued features, the wh-subject stops there.\(^{13}\)

Note that a wh-subject should in principle be able to move across a declarative complementizer cross-linguistically, regardless of whether it is overt (10a-b) or not (10c): since feature valuation does not occur between the embedded C and the wh-subject in [Spec,\( \gamma \)], the latter, still having [uQ], continues to move up to [Spec,\( \alpha \)], where its [uQ] is valued by the matrix C\( _Q \).\(^{14}\) There is no difference between Italian (10a), in which an overt complementizer appears, and English (10b), in which an overt complementizer cannot appear. The disappearance of the ECP effect in English as illustrated in (10c) is thus not derived from any

\(^{13}\) \( \delta \) is labeled \( \langle \phi, \phi \rangle \), after \( \text{chi/who} \) in [Spec,\( \delta \)] and the embedded T go on to feature valuation. \( \gamma \) is labeled \( \langle C \rangle \), after the wh-subject moves out of [Spec,\( \gamma \)]. \( \alpha \) is labeled \( \langle Q, Q \rangle \), after \( \text{who} \) in [Spec,\( \alpha \)] goes on to feature valuation with the matrix C\( _Q \).

\(^{14}\) The same argument applies to the v*P phase (Chomsky 2015:10,(3')):

i) \([\alpha \) who do you [\( \beta \) v* [\( \gamma \) who expect [\( \delta \) to win]]]]\)]

Since the verbal root expect does not have Q, [uQ] of who is not valued in [Spec,\( \gamma \)]. The wh-phrase continues to move up. In the highest Spec, [Spec,\( \alpha \)], its [uQ] is valued by the matrix C\( _Q \) and, \( \text{who} \) stops there.

Recall also the traditional claim (Huang 1982) that when a wh-phrase is extracted from the object position, the complementizer can appear overtly; see (ia). (ib) is the final representation of the derivation. In the same way as wh-subjects, the wh-object in [Spec,\( \gamma \)] does not go on to feature valuation with the embedded C that does not have Q. It still has [uQ] and continues to move up to [Spec,\( \alpha \)]. Its [uQ] is valued in [Spec,\( \alpha \)], and it stops there, completing the valuation of all of its own unvalued features. The derivation is licit, whether the complementizer appears overtly or not.

i) a. Who do you think (that) John loves?

b. \([\epsilon_\langle Q, Q \rangle] who do+\( C_Q [\beta_{\langle \phi, \phi \rangle}] you think \([\gamma_\langle C \rangle] who (that) [\delta_{\langle \phi, \phi \rangle}] John \) [\(T [\epsilon_\langle V \rangle] John loves \text{\(\text{who} \)]\)]\)]\)?
constraints in syntax.

Kandybowicz (2006) convincingly argues that the that-trace effect is
derived from the phonological properties specific to English. According to
Kandybowicz, the entire sentence is pronounced with one intonational phrase (iP),
when the overt complementizer that does not appear; see (11a). When it appears
as in (11b), an intermediate phrase (intP) occurs between the matrix verb and the
complementizer.

(11)  a.  [iP Who do you think __ read the book]?
       *[iP Who do you think [intP that __ read the book]]?

Kandybowicz claims that the that-trace effect occurs when the overt
complementizer that is adjacent to a trace within a prosodic phrase (i.e. an intP
above) and at the boundary of that prosodic phrase. The that-trace effect in
English is thus attributed to the phonological properties specific to English, which
are outside the NS computation.

As we have seen so far, the CriP is the position in which a raised category
completes the valuation of all of its own unvalued features. In other words, a
category stops in the position where all of its unvalued features are valued. Much
literature has preceded this claim in the pre-LA frameworks. Epstein (1992) is the
first who claims that a wh-phrase cannot move out of the Spec of the embedded
C that has [+wh]. Chomsky (2000, 2001) and Bošković (2007) argue that a
category can move thanks to its own uninterpretable features.15 Bošković (2011)
argues that after a category has its uninterpretable feature valued by a head, it
cannot move out of the Spec of that head.16 Bošković (2008) claims that after an
uninterpretable wh-feature is checked in the intermediate Spec, it cannot move up
further.

15 Bošković (2007) claims that in the embedded clause of the C head that does not have [+wh],
i.e. the C head that selects a that-clause, feature checking does not occur between the C head
and a category raised to its Spec. Specifically in (i), feature checking does not occur between
that and the copy of what raised to its Spec:

i)  What do you think [CP what that [TP John bought what]]?

16 In his argument, Bošković (2011) assumes both the distinction between interpretable and
uninterpretable features (Chomsky 1995) and the distinction between valued and unvalued
features (Chomsky 2000, 2001). The system that assumes both interpretability and valuation
contained redundancy, as shown in the theoretical development into the current LA system,
which assumes only valuation.
A category will continue to move, as long as it keeps some unvalued features. As illustrated in the ECP (10), the wh-subject goes on to feature valuation with the embedded T and is assigned a Nom. But it still has [uQ], which cannot be valued by the embedded C. Thus, it continues to move up to the highest Spec, where its [uQ] is valued by the matrix C_Q. This argument applies to all intermediate Spec positions. A wh-object, for instance, is assigned an Acc in the valuation procedure with a verbal head but still has [uQ]. It moves to [Spec,v*P] (Chomsky 2000), but its [uQ] cannot be valued by v*. It continues to move up to the highest Spec, where its [uQ] is valued by the matrix C_Q.\textsuperscript{17}

Chomsky (2013:36,ff.36) poses the question why it is always a subject, not v*P, that moves out.\textsuperscript{18} The reason is that v*P does not have any unvalued features, contrary to the subject. The subject must move out of [Spec,v*P], since it moves to [Spec,TP] and its [uCase] is assigned a Nom there.\textsuperscript{19} On the other hand, v*P without any unvalued features does not move out in the unmarked case. Thus, it is not the case that any category can move out in an equally free manner: a moved category must have some unvalued feature(s) to enter feature valuation with a head in its raised position.\textsuperscript{20}

This unified account derives from the corollary of the LA derivational system: labeling results from feature valuation in all the cases except when LA takes a phase head as the label. In the HP (8), the wh-object in [Spec,γ] goes on to feature valuation with C_Q, and the embedded clause γ is labeled <Q,Q>. In the EPP (9), the subject moves to [Spec,α] and goes on to feature valuation with T. α is labeled <φ,φ>. In the ECP (10), the wh-subject in [Spec,γ] continues to move up, since its [uQ] cannot be valued by the embedded C of the verb credithink, which subcategorizes a che/that-clause. After the wh-subject is raised to [Spec,α],

\textsuperscript{17} The literature has claimed, with various arguments, that there is no Agree in intermediate positions in successive cyclic movement. See, e.g. Bošković (2007, 2008) and Cecchetto and Donati (2015).

\textsuperscript{18} Chomsky would argue that both a subject and v*P could move out. The structure resulting from subject movement is interpreted at the interface, but the structure resulting from v*P movement would be filtered out at the interface.

\textsuperscript{19} It could be argued that after C merges to T and T inherits φ-features from C, feature valuation occurs between T and the subject in [Spec,v*P]; both unvalued φ-features in T and [uCase] of the subject are valued; the subject then moves to strengthen T. In this account, it is not clear why a subject must move to strengthen T after feature inheritance from C to T. I thank Anders Holmberg (p.e.) for letting me notice this possibility. See also footnote 5.

\textsuperscript{20} The same argument should apply to adverbials, which do not seem to have unvalued features in the unmarked case and do not move out, which issue I turn to later.
it goes on to feature valuation with the matrix \( C_Q \), and \( \alpha \) is labeled \( <Q,Q> \).

In sum, the CriP is the position in which a raised category completes the valuation of all of its own unvalued features. A raised category must have some unvalued feature(s) which is valued by the head in its raised position; after it completes the valuation of all of its unvalued feature(s), it cannot move up further. The HP problem, the EPP, and the ECP (as well as the disappearance of that effect) are all fully accounted for in terms of feature valuation. This unified account derives from the corollary of the LA derivational system, in which labeling results from feature valuation.\(^\text{21}\)

4. Movement from/into the Criterial Position

In Scandinavian OS (Holmberg 1986), weak pronominal objects can move across a sentential adverb like a negation (12a), contrary to full NP objects that do not move in the unmarked case (12b).

(12)  
   a. Jag målade den inte [\( \text{VP} \) målade \( \text{den} \)].
       \[ \text{Swe.} \]
       I painted it not
       ‘I didn’t paint it.’

   b. Jag kysste inte [\( \text{VP} \) kysste \( \text{Marit} \)].
       I kissed not \  \ Marit
       ‘I didn’t kiss Marit.’

Hosono (2016) claims that Scandinavian OS is the case in which a category that does not have unvalued features can move from the CriP. The derivational process of (12a-b) until when \( \gamma<\nu*> (=\nu*P) \) is transferred based on the LA system is illustrated in (13a-b).\(^\text{22}\)

(13)  
   a. … \( C [\gamma<\nu*,q> \text{ jag } [\text{T } \beta \text{ inte } [\gamma<\nu*> \text{ jag } [\text{målade(=R)+\nu* [\delta<\nu,q> \text{ den } [\text{målade(=R) [\epsilon \text{ den}]OPSIS]}]]]]]]]

\(^{21}\) The argument here does not mean that the derivation should be \textit{Greed}-based (Chomsky 1995), in which system a category moves to check its own uninterpretable features. It is not the case as argued there that a category moves for its own needs; here, the category that has some unvalued features must move out, simply. Thanks to Anders Holmberg (p.c.) for letting me notice this point.

\(^{22}\) See Hosono (2016) for the detailed derivational procedure.
b. \( C_{a_{\varphi, \varphi}} \) jag \([T_{\beta} \text{ inte } v^*_{\varphi, \varphi} \quad \text{Marit } kysste(=R)_{\varphi, \varphi} \quad \text{Marit}]])]

According to Hosono, [Spec,\( \delta \)], i.e. the Spec of R, is the CriP for the object. That is, the object, \text{den} (13a)/\text{Marit} (13b), moves to that position and goes on to feature valuation with \( \text{målade} \) (13a)/\( \text{kysste} \) (13b). The unvalued Case of the object is assigned an Acc by the \( \varphi \)-features inherited from \( v^* \) to \( \text{målade/kysste}(=R) \). The object stops there. Therefore, [Spec,\( \delta \)] is the CriP for the object, where it completes the valuation of all of its unvalued feature(s). Except when the object still has other unvalued feature(s) that cannot be valued there and needs to be valued in a higher position, as in the case of \text{wh}-objects that have [uQ], the object stops and is frozen in [Spec,\( \delta \)] in the unmarked case. Therefore, the object, whether it is an object pronoun (13a) or a full NP object (13b), could not move up further. But object pronouns in the Scandinavian languages can move out, though they do not have any more unvalued features.

In Icelandic SF (Holmberg 2000), a sentential element can optionally move to the subject position when it is empty. In (14a), the embedded subject position is empty. The sentential adverb \text{seinnilega} can optionally move to that position; see (14b). Recall that the subject position is a typical CriP (Rizzi 2006, 2010, 2015).

(14) a. Hver sagðir þú [að __ hefði seinnilega skrifað ãessa bók]? [Ice.]
   who said you that has probably written this book
   ‘Who did you say has probably written this book?’

b. Hver sagðir þú [að seinnilega hefði __ skrifað ãessa bók]?

According to Hosono (2016), Icelandic SF is the case in which a category that does not have unvalued features can move into the CriP. The process to derive the embedded clause of (14b) within the LA framework is illustrated in (15), which illustrates the derivational stage at which the \text{wh}-subject \text{hver} reaches the Spec of að and the sentential adverb \text{seinnilega} is also raised. The sentential adverb is tentatively located in a Spec higher than the one a copy of \text{hver} occupies, adopting \text{tucking-in} operations and the multiple Spec hypothesis (Richards 2001).\(^{23}\)

\(^{23}\) See Hosono (2016) for the detailed derivational procedure. Later, I turn to the positions in which the sentential adverb \text{seinnilega} and the \text{wh}-subject \text{hver} are located below að. Multiple
Hosono claims that though (hefði+)T and sennilega in its Spec, being in configuration [XP, YP], would be expected to go on to feature valuation, it is unclear whether the adverb has any unvalued features. That is, contrary to nominals that have, e.g. [uCase], the adverb, being able to adjoin to syntactic objects freely and stand alone, does not have any dependency relation with any category at all. But the adverb, which does not seem to have any unvalued features, can move to the subject position in Icelandic SF.  

5. Constraints on Movement

As stated in section 2, Chomsky (2013, 2015), eliminating any constraints on movement, claims that both EM and IM can freely take place without having recourse to triggering features. Among SOs constructed in NS, those which are gibberish and not appropriately interpreted are filtered out at the interfaces. Following Chomsky, the facts on Scandinavian OS and Icelandic SF would be accounted for as follows. In Scandinavian OS, both an object pronoun (13a) and a full NP object (13b) could move out of [Spec,δ] after all the unvalued features are valued there. Movement of the former would produce a SO interpreted at the interfaces, whereas movement of the latter would not produce an interpretable SO and would be filtered out at the interfaces. In Icelandic SF (15), the adverb could move to [Spec,α], whether or not it has some unvalued features, and whether or not feature valuation occurs between the raised adverb and a functional head. Since the construction resulting from movement of the adverb would be accepted at the interfaces, this derivation would be legitimate.

As stated in section 3, however, the CRIP is the position in which a raised category completes the valuation of all of its own unvalued features. After a raised category completes the valuation, it cannot move up further. The HP problem, the

Specs have to be assumed here, since the wh-subject is raised to [Spec,α] leaving its copy: the sentential adverb cannot be raised to the position which a copy of the wh-subject occupies and cannot be replaced with that copy. Later, I turn to this issue in detail. As Hisatsugu Kitahara (p.c.) points out, movement of sennilega (to one of the multiple Specs) is countercyclic.

24 It is unclear how to label the structure in which sennilega is adjoined to α, which I turn to in section 5.
EPP, and the ECP (as well as the disappearance of its effect) are all fully accounted for in terms of feature valuation. This unified account derives from the corollary of the LA derivational system, in which labeling results from feature valuation. In this argument, Scandinavian OS and Icelandic SF are both exceptionally allowed to occur. That is, Scandinavian OS can occur, though object pronouns could not move from the CriP without any unvalued features; Icelandic SF can occur, though adverbs could not move into the CriP without any unvalued features.

The point is whether we should regard movement from/into the CriP as movement that would be allowed to occur with its legitimacy determined by filtering at the interfaces, or as movement that can exceptionally occur with its application constrained in some way. Contrary to the former, which will be taken by Chomsky, if the latter is in the right directions, constraints on movement should exist. Recall that it is argued by Chomsky that a SO needs to be interpreted at the interfaces. In the LA derivational system, the structure of a SO built in NS is directly interpreted at the semantic interface. Thus, no constraints on movement are imposed by the semantic interface.\(^{25}\)

According to Hosono (2016), constraints on movement are imposed by PHON. On the basis of Hosono (2013), who shows that *downstep* (cf. Gussenhoven 2004) occurs in simple tense forms in which the object pronoun moves, Hosono (2016) argues that movement of the object pronoun occurs when it is required by PHON: it is only when downstep needs to occur that the object pronoun can move. On the basis of Holmberg (2000), who claims that Icelandic SF occurs due to the requirement that something phonologically visible must occupy the Spec of T, Hosono (2016) also argues that Icelandic SF occurs due to the requirement by PHON. Hosono proposes that movement from/into the CriP in which a raised category does not have any unvalued features (which should be valued by a head in its raised position) can exceptionally occur in NS only when it is required by PHON. This constraint on movement from/into the CriP is formulated as follows:\(^{26}\)

\(^{25}\) The association between the position that a category occupies in NS and the interpretation that it receives in the semantic component is not new: the *phase* framework since Chomsky (2000) was tied up with the *cartographic* system (Rizzi 1997, Cinque 1999), the latter of which exactly claimed that association.

\(^{26}\) Anders Holmberg (p.c.) suggests that there could be an analogous constraint on movement required by the semantic component. The answer is no, at least within the current theoretical framework. As stated above, the structure of a SO built in NS is directly interpreted at the semantic interface. There is no room for constraints on movement to be imposed by the
The Constraint on movement from/into the Criterial Position:

\[ \text{XP} \{\text{[x]} \} \ldots \{\text{XP} \{\text{[x]} \}\text{Crip H} \ldots \} \text{ and } \{\text{[x]} \text{Crip H} \ldots \text{XP} \{\text{[x]} \}\ldots \} \]

are allowed in narrow syntax, iff movement is required by phonology.

On the basis of much empirical data that strongly connect syntactic structures with the intonational properties imposed on them, Richards (2016) suggests that the structure that conforms to the requirement by PHON may have already been formed in its syntactic derivation: syntactic derivation can go on so that resulting structures are fit for the requirement by PHON. For instance, in languages such as English in which \(wh\)-movement is obligatory, a \(wh\)-phrase moves to [Spec,CP] so that it can compose a phonological phrase with the C head; in languages that have a rich agreement system, agreement morphemes can be part of the prosody of a verbal head, which causes a verb to move to a higher head; and so forth.

Richards’ (2016) claim is not incompatible with Chomsky (2013, 2015). Following Chomsky, both EM and IM are free; among SOs constructed in NS, those which do not have a well-formed prosodic structure would be filtered out in PHON. In the same way, on the basis of Richards, NS operations would try to construct SOs that conform to the appropriate phonological properties that they would have in PHON; those which fail in having a well-formed prosodic structure would be filtered out in PHON.

As long as there is evidence that far more constraints on movement are imposed by PHON than have been considered so far, however, IM may not be free, contra Chomsky (2013, 2015). As has been seen so far, the category that does not have unvalued feature(s) cannot move from/into the CriP in the unmarked case. Movement from/into the CriP is exceptionally allowed to occur in NS only when it is required by PHON. Movement in NS is thus constrained by the requirement by PHON.

This argument further indicates that the derivational mechanism will be crash-proof (Frampton and Gutmann 2002). Frampton and Gutmann (2002) claim that the derivational mechanism should be constrained within its own system so that only well-formed structures are produced. As has been argued here, the category that does not have unvalued feature(s) cannot move from/into the CriP in the unmarked case. Such movement is allowed to occur in NS only when it is required by PHON, i.e., only when it constructs a SO with a well-formed prosodic structure. The derivational mechanism will then produce only well-formed

---

semantic interface.
structures that conform to the requirement by PHON, with no filters assumed.  

Let us turn to the issue that was not solved by Hosono (2016): how to label adjunction structure. First, it is not clear how to label the projection to which the object pronoun is adjoined. The object pronoun den moves and lands somewhere above the negation inte and below T:

\[(17) \quad \ldots C [\alpha<_{\varphi, \varphi}> \text{jag} [T [\beta \text{inte} [\gamma_{\varphi, \varphi}> \text{jag} [\text{målade(=R)+y*} [\delta<_{\varphi, \varphi}> \text{den} [\text{målade(=R)} [\varepsilon \text{den}]]]]]]]]
\]

The object pronoun does not go on to feature valuation with any head in its raised position; in fact, no candidate head is present.  

It is also unclear how to label \(\beta\) in (17), in which the negation inte merges to \(\gamma\). As has been claimed so far, the adverb in general does not have any features which would be valued by a head in its merged position; actually, no head with which inte might go on to feature valuation is present in (17).  

One way to account for these cases is to say, contra Chomsky (2013, 2015), who claims that labels are necessary for the interpretation for all SOs at the interfaces, but based on Hornstein (2009), that adjuncts (and adjunction structure in general) are blind to labeling. Claiming that the projection to which an adverb merges does not need a label, the question is why it doesn’t.

Note that a higher projection, i.e. \(\alpha\) here, is labeled \(<_{\varphi, \varphi}>\) in all the cases above. When the negation inte merges to \(\gamma\), \(\beta\) is not labeled at this derivational stage. But after T merges and the subject jag in [Spec, \(\gamma\)] moves to [Spec, \(\alpha\)], T and jag go on to feature valuation and \(\alpha\), a projection higher than \(\beta\), is labeled \(<_{\varphi, \varphi}>\). In the same way, when the object pronoun moves and merges to \(\beta\), the projection to which the object pronoun den is adjoined is not labeled at this derivational stage. But after feature valuation occurs between T and the raised subject jag in [Spec, \(\gamma\)], \(\alpha\), a projection higher than that projection, is labeled \(<_{\varphi, \varphi}>\). Therefore, a possible account for why adjuncts are blind to labeling is to say that when a higher projection is labeled, all adjunction structures lower than it are unlabelable.

Let us reconsider the derivation of Icelandic SF (15), which is repeated in (18a). After hver in [Spec, \(\gamma\)] moves to [Spec, \(\alpha\)], (hefði+)T and hver in its Spec go on to feature valuation and \(\alpha\) is labeled \(<_{\varphi, \varphi}>\). After hver is raised to [Spec, \(\alpha\)]

---

27 A more radical claim is that PHON affects NS; see Hosono (2013).
28 T and C cannot be candidates, obviously.
29 See footnote 28.
due to its unvalued $[wh]$, the sentential adverb sennilega was tentatively assumed to move and be located above the $wh$-subject. If sennilega were above the $wh$-subject, it would be outside $\alpha$. The projection to which sennilega merges would need a new label. But assume that the sentential adverb moves to a lower Spec, i.e. below the $wh$-subject, as in (18b). Since $\alpha$ is labeled $<\varphi, \varphi>$, the projection inside $\alpha$ does not need a new label.  

(18)  

(a)  

$\ldots [hver \ [\alpha <\varphi, \varphi> \ hver \ [heföi+T \ [\beta \ sennilega \ [r^\nu^* \ [\varepsilon <\varphi, \varphi> \ pessa bók \ [skrifað(=R)+v^* \ [\varepsilon <\varphi, \varphi> \ pessa bók]]]]]]]]]]]$

(b)  

$\ldots [hver \ [\alpha <\varphi, \varphi> \ hver \ [heföi+T \ [\beta \ sennilega \ [r^\nu^* \ [\varepsilon <\varphi, \varphi> \ pessa bók \ [skrifað(=R)+v^* \ [\varepsilon <\varphi, \varphi> \ pessa bók]]]]]]]]]]$

6. Conclusion

I have argued, contra Chomsky (2013, 2015), that IM may not be free. It has been shown that the CriP is the position in which a raised category completes the valuation of all of its own unvalued features. A raised category must have some unvalued feature(s) which is valued by a head in its raised position; after it completes the valuation of all of its unvalued feature(s), it cannot move up further. The HP problem, the EPP, and the ECP (and the disappearance of it effect) are all fully accounted for in terms of feature valuation. This unified account derives

30 In the same way, $\beta$, out of which sennilega moves, is unlabelable, since $\alpha$, a projection higher than it, is labeled $<\varphi, \varphi>$.

31 The proposal here has already been suggested by Hornstein (2009), who claims that in VP topicalization, any number of adverbs can move and adjoin to a VP; the internal structure of such a raised VP can be ambiguous. The proposal here generalizes his argument in terms of labeling.

32 According to Chomsky (2013, 2015), languages such as Italian that have a rich agreement system have a strong T which can label itself without help of a category raised to its Spec. But Chomsky applies this argument only to the structure in which the subject position is empty; in the structure in which the subject position is occupied, feature valuation is necessary to occur even in those languages to label the projection $<\varphi, \varphi>$. Assume that in the same way as languages such as Italian, Icelandic with quite a rich agreement system has a strong T which can label itself. The labeling problem here is not solved. That is, in configuration $[XP, YP]$, in which XP is a raised adverb, feature valuation would have to occur between XP and YP to label that configuration, according to Chomsky. Since the raised adverb does not have any unvalued features, feature valuation does not occur between them and the derivation would crash.
from the corollary of the LA derivational system that labeling results from feature valuation. In Scandinavian OS and Icelandic SF, a category that does not have unvalued features can move from/into the CriP (Hosono 2016). Following Chomsky (2013, 2015), who claims that both EM and IM are free, movement from/into the CriP would be allowed to occur with its legitimacy determined by filtering at the interfaces. If such movement is considered to exceptionally occur in NS, constraints on movement should exist. The argument that far more constraints on movement are imposed by PHON than have been considered so far (Hosono 2016, Richards 2016) indicates not only that IM may not be free, but also that NS will be crash-proof (Frampton and Guttmann 2002): the derivational mechanism should produce only well-formed structures that conform to the requirement by PHON, with no filters assumed.
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