This article proposes certain modifications to the minimalist system, among which labeling plays a prominent role. It argues for a specific model of cyclic Transfer, where every operation Merge constitutes a phase. The operation labeling is a prerequisite of Transfer and can be delayed. This allows syntactic objects to escape from a phase. Because of the early Transfer, movement is triggered by a greedy feature on the moving syntactic object. It will be shown that the proposed system can straightforwardly derive the following movement phenomena: freezing effects, order preservation in multiple movement, the prohibition of headless XP-movement and the ban on acyclic combinations of incorporations. It will be also shown that the proposal has certain advantages over Chomsky’s minimalist system.

1. Introduction

Chomsky (2013) argues that the operation labeling can be delayed. In his proposal, labels are determined by a labeling algorithm, which operates at the phase level along with other operations. This means that first, the phase structure is built and then - at the phase level - the whole phase is labeled. For instance, in the case of successive-cyclic movement, labeling of a CP with a moving syntactic object in Spec,CP must wait until the next phase head v merges and attracts the moving syntactic object to its edge. Only then can the complement CP (and the higher phrases) be labeled and consequently be properly interpreted at the interfaces.

I follow Chomsky (2013) in assuming that labeling operates at the phase level. Since in my proposal every operation Merge constitutes a phase, as we will see below, labeling (and Transfer) should operate after every Merge. This, however, would block syntactic movement. Therefore, I also follow Chomsky (2013) in that labeling can be delayed. It does not have to happen immediately after Merger of the appropriate syntactic object; it follows movements related to the to-be-labeled syntactic object. Since labeling is necessary for interpretation, it means that movement feeds the operation labeling and labeling in turn feeds Transfer. To maintain advantages of the cyclic proposal, I assume that the moving syntactic object does not
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wait for a probe but that movement is triggered by an uninterpretable feature on the moving syntactic object.

The first motivation for setting up the system in this way is that it provides us with a straightforward analysis of several movement phenomena. It will rule out ill-formed sentences with freezing effects, acyclic incorporations or headless XP-movement and derive order preservation effects in multiple movement. Secondly, the proposed system also has other benefits. For instance, it does not employ the Phase Impenetrability Condition (PIC) and null phase heads; it does not stipulate special properties of phases and it can derive successive-cyclic movement targeting every phrase on its path.

The article is organized as follows. Section 2 briefly introduces the four constraints on movement. Section 3 discusses properties of the proposed system and advantages it has over Chomsky’s approach. Section 4 demonstrates how the proposed system works and how it derives the four movement phenomena discussed in section 2.

2. The phenomena

2.1. Freezing effects


(1) * … β … [αP … <β>…] … <[αP … β …]>

The following example, taken from Lasnik & Park (2003: 651), demonstrates the freezing effect for English subjects. As opposed to extraction from the subject in situ in (2a), with the subject position occupied by there, extraction from the moved subject is ungrammatical, as shown in (2b).

(2) a. [Which candidate]₁ were there [posters of t₁] all over the town?
   b. *[Which candidate]₁ were [posters of t₁]₂ t₂ all over the town?
As far as extraction from objects is concerned, consider the Czech example in (3). Czech is an SVO language and allows left branch extraction. Therefore, when the direct object occurs in situ, as in (3a), extraction of the possessive čí is possible. However, when the object is moved, as in (3b), the extraction of čí is ungrammatical.

(3) a. Čí Pavel políbil [t₁ sestru]?
   whose Pavel kissed sister
   ‘Whose sister did Pavel kiss?’
   b. *Čí₁ Pavel [t₁ sestru]₂ políbil t₂?
   whose Pavel sister kissed

The following example from Postal (1972: 213) shows the freezing effect for extraction from a topicalized PP in English. In contrast to extraction from the in situ position in (4a), extraction from the topicalized PP in the lowest clause in (4b) or in the higher clause in (4c) is ungrammatical.

(4) a. Who₁ do you believe Mary thinks Joan talked [to t₁]?
   b. *Who₁/Whom₁ do you believe Mary thinks [to t₁]₂ Joan talked?
   c. *Who₁/Whom₁ do you believe [to t₁]₂ Mary thinks Joan talked?

Similarly, extraction from the topicalized VP in German is bad, as shown in (5), taken from Müller (1998: 20). Example (5a) demonstrates that VPs can undergo topicalization and (5b) shows that movement of the embedded direct object was to the matrix clause is grammatical. Although both movements exist in German, extraction of was out of the topicalized VP is not possible, as shown in (5c).

(5) a. Ich denke [CP [VP das Buch gelesen]₁ hat keiner t₁].
   I think the book read has no.one
   ‘I think no one read the book.’
   b. Was₂ denkst du [CP t´₂ hat keiner [VP t₂ gelesen]]?
   what think you has no.one read
   ‘What do you think no one read?’
   c. *Was₂ denkst du [CP [VP t₂ gelesen]₁ hat keiner t₁]?
   what think you read has no.one
There are also some counterexamples to freezing; see, for instance, Abels (2007), Neeleman & Van de Koot (2010) (consider also discussions of various counterexamples in Broekhuis (2006), Boeckx (2008), Gallego (2009), Müller (2010)). In this article, I take the position that freezing is a real phenomenon and that in examples (2)-(5) there are genuine freezing effects.

2.2. The prohibition of headless XP-movement

Takano (2000) discusses restrictions on remnant movement and observes that remnant movement of a syntactic object is not possible if its head moved out. He proposes the following generalization in (2000: 146): “Remnant movement of α is impossible if the head of α has moved out of α”. This is schematized in (6).

(6) * [XP … <X> …] … X … <[XP … <X> …]> 

In the German example (7a), from Haider (1990: 96), VP undergoes remnant movement and contains the copy of the finite verb, which has moved to the second position. (7b) then shows the control verb-second sentence with the topicalized subject.

(7) a. * [Ihr ein Buch t1]2 gab1 Hans t2.  
   her a book gave Hans  
   b. Hans gab ihr ein Buch.  
   Hans gave her a book  
   ‘Hans gave her a book.’

The same phenomenon can be observed in English; consider (8), where remnant movement of Anna a book is ungrammatical.

   b. *[Anna t1 a book]2 Hans gave1 t2.

According to Takano (2000:145), adjectival phrases show a parallel behaviour. He assumes a Larsonian shell structure with the adjectival head moving from the lower AP to the higher AP, as shown in (9a). Example (9b) shows that remnant movement of the lower AP results in ungrammaticality.
(9) a. Mary is [\text{AP grateful} \text{[AP to John [\text{A} t_1 for his help]}}].

b.* It’s [to John t_1 for his help] that Mary is grateful t_2.

2.3. Order preservation in multiple movement

It is well known that certain multiple movements preserve the base order; see Rudin (1988), Vikner (1990), Johnson (1991), Grewendorf (2001), Müller (2001), Williams (2003), Fox & Pesetsky (2005), among others. Order preservation effects – as schematized in (10) - can be found, for instance, with \textit{wh}-movement in Bulgarian, pronoun fronting in German, clitic movement in Czech or object shift in Scandinavian.

(10) […XP_1 YP_2 … t_1 t_2 …]

The following example, taken from Rudin (1988: 472-473), demonstrates the shape conservation effect with multiple \textit{wh}-movement in Bulgarian. The \textit{wh}-subject must precede the \textit{wh}-object.

(11) a. Koj_1 kogo_2 vižda t_1 t_2?

who whom sees

‘Who sees whom?’

b.* Kogo_2 koj_1 vižda t_1 t_2?

whom who sees

As to shape conservation effects in multiple clitic movement, consider the Czech example below. Since the indirect object precedes the direct object in base word order in Czech (Veselovská 1995, Kučerová 2007, Biskup 2011), (12) shows that clitic movement must preserve the pre-movement order.

(12) a. Pavel ti_1 ji_2 představil t_1 t_2.

Pavel you.DAT her.ACC introduce

‘Pavel introduced her to you.’

b.* Pavel ji_2 ti_1 představil t_1 t_2.

Pavel her.ACC you.DAT introduce
Another case of order preservation can be found in the object shift example in (13), from Müller (2001: 288, originally Vikner 1990). It shows that in Danish the shifted pronouns preserve their base word order.

(13) a. Peter viste hende\textsubscript{1} den\textsubscript{2} jo t\textsubscript{1} t\textsubscript{2}.

\begin{itemize}
  \item Peter showed her it indeed
  \item ‘Peter indeed showed her it.’
\end{itemize}

b. *Peter viste den\textsubscript{2} hende\textsubscript{1} jo t\textsubscript{1} t\textsubscript{2}.

\begin{itemize}
  \item Peter showed it her indeed
\end{itemize}

2.4. The ban on acyclic incorporation

Baker (1988) argues that acyclic combinations of incorporations are not allowed. Consider the derivation in (14), where the higher head Y incorporates into the head X before the incorporation of the lower head Z (Baker (1988) uses right adjunction). According to Baker, the reason for ill-formedness of derivations like (14) is that the higher trace ($t_1$) blocks antecedent government of the lower trace ($t_2$).

\begin{itemize}
\item (14)
\end{itemize}

The government analysis can explain the ungrammatical status of the Tuscarora example in (15), from Baker (1988: 364, originally Williams 1976). Specifically, (15) shows that preposition incorporation (with the preposition glossed as \texttt{APPL(ICATIVE)}) cannot feed noun incorporation (of the prepositional complement \texttt{child}). According to Baker, the complement can never appear inside the verbal complex. The example can only receive the interpretation where the two objects – \texttt{children} and \texttt{him} - are switched, as shown in the translation. Baker’s reasoning, however, cannot be applied in the minimalist approach because there is no notion of government.

PAST-1SS/3O-REFL-child-buy-ASP-APPL

‘I sold him to the children.’

(ok as ‘I sold the children to him.’)

3. Assumptions

The computational system works with syntactic objects, which consist of three sets of features, phonological, semantic and syntactic (formal); see, for instance, Chomsky (1995a: 394, 2001: 10), Collins and Stabler (2011: 1-2). Syntactic objects are combined by the operation Merge, which can be external or internal. In this respect, I follow Chomsky (2007: 8, 2008: 138-139, 2013: 8) and assume that Merge applies to two syntactic objects and creates a new syntactic object, a set containing the original objects, with no projection or order, as shown in (16).

(16) Merge

\[
\text{Merge}(\alpha, \beta) = \{\alpha, \beta\}.
\]

That is different from the earlier version of Merge, where labeling was part of the process of forming a syntactic object. For instance, in Chomsky (1995a: 396-397, 2000: 133, 2001: 3), Merge creates a new syntactic object with a label, which is identical to one of the two original syntactic objects: \(\text{Merge}(\alpha, \beta) = \{\alpha, \{\alpha, \beta\}\}\), if \(\alpha\) projects. This Merge - in contrast to (16) - is composed of two different operations, the set-constructing operation that combines \(\alpha\) and \(\beta\) and the operation labeling, which constructs the superset with the label \(\alpha\) (cf. Gärtner 2002: 64, Boeckx 2008: 84-85, Hornstein and Nunes 2008, Carnie 2010: 265)). Because of the simpler form of Merge, Chomsky (2008, 2013) proposes a new labeling mechanism; labels are determined by a fixed labeling algorithm based on minimal search, which operates at the phase level.

According to Chomsky (2005, 2007), the third factor in growth of language in the individual, that is, principles not specific to the faculty of language, includes principles of efficient computation and efficient computation in turn requires some version of strict cyclicity. The idea behind the notion of cyclic computation is that what has been derived is not accessible to later stages of the derivation. This is ensured by phases in the late minimalist
framework (Chomsky 2000 et seq.). Once a phase is transferred, it is mapped to the interfaces and then “forgotten”. If it is correct that phases reduce computational load, they should be as small as possible. This is explicitly stated by Chomsky in his (2005: 17) article: “What objects constitute phases? They should be as small as possible, to minimize computational load”. For this reason, I assume that every operation Merge produces a phase, as stated in (17) (cf. Epstein and Seely (2002), Biskup (2013), also Bošković (2007a), Müller (2010) for the proposal that every maximal projection is a phase or Matushansky (2006) for a strongly cyclic Spell-Out needed for head movement).

(17) **Phase Formation**

Merge constitutes a phase.

Now we need to define a phase, which is done in (18).

(18) **Phase**

A phase is a syntactic object that is transferred to the interfaces.

The idea that every operation Merge constitutes a phase in the derivation can be taken to be the null hypothesis since no justification of particular phase projections is necessary (cf. Epstein and Seely (2002), Bošković (2007a)).

Chomsky (2000 et seq.) assumes that vP and CP are phases, possibly DP (Chomsky 2004, 2007). However, there are problems with the special status of these phases, for instance, with their propositional status, with their phonetic isolability, with the correlation between phases and the transferred domain, with reflections of successive-cyclic movement on the phase head; see Epstein and Seely (1999, 2002), Abels (2003: chap. 2), Boeckx and Grohmann (2007), Müller (2010), among others. Therefore, I define phases in terms of Transfer and do not run the risk of stipulation. Taken together, (17) and (18) say that the Merge operation produces a syntactic object that is transferred to the interfaces.

It has been argued that successive-cyclic movement targets every phrase on its path; see Manzini (1994), Takahashi (1994), Agbayani (1998), Bošković (2002a), Boeckx (2003), Müller (2004, 2010), Boeckx and Grohmann (2007). This is ensured in the phase model if every Merge forms a phase, as suggested above.

---

1 There is no consensus in the literature as to whether or not labels are necessary in the derivation and how labeling works; see, e.g., Collins (2002), Seely (2006), Cecchetto and Donati (2010), Collins and Stabler (2011), Adger (2013).
The current proposal is more parsimonious than Chomsky’s phase system because it does not employ the PIC and null phase heads. Here is why. Chomsky’s model also needs to define phases (see, e.g., Chomsky (2000: 106)), which is done in (18) in my proposal, and determine which syntactic objects are phases (vP, CP), which is done in (17) here. It also assumes Transfer but in contrast to my analysis it also proposes the PIC. The crucial difference is that in the current proposal phases are defined in terms of Transfer. Given that every Merge operation constitutes a phase and that a phase is a syntactic object that is transferred to the interfaces, the whole merged constituent is transferred (not only the phase complement), which means that the PIC is redundant.

Concerning the null phase head, in Chomsky’s phase model, where the transferred part of the phase differs from the phase itself, only the complement of the highest phase head is transferred, not the head itself and its edge. Therefore, some special null phase head needs to be merged on top of the built structure to transfer the rest of the sentence and to ensure the correct interpretation of the sentence at the interfaces (see Biskup (2014) for a proposal along this line). Such a null phase head is not necessary in the current proposal since given (18) it is the whole phase that is transferred.

Coming back to the labeling operation, I follow Chomsky (2013: 43) and assume that labeling operates at the phase level. Given that every Merge constitutes a phase, as stated in (17), one expects that labeling operates after every Merge (but see the discussion of delayed labeling below).

The question arises what the relation between labeling and Transfer is. Since labeling licenses syntactic objects so that they can be interpreted at the interfaces (see Chomsky (2013: 43) and also Boeckx (2008: 84), Ott (2011: 63), Blümel (2013: 34) for relating asymmetry/labeling to mapping to the external systems), ideally, Transfer of a syntactic object should happen after the object was labeled; consider (19).

(19) **Transfer**

Only labeled syntactic objects are transferred.

According to Chomsky (2008, 2013) movement feeds labeling. Specifically, inspired by Moro (2000), Chomsky proposes that in the case of the syntactic object \{XP, YP\}, there are two ways in which the element can be labeled. Either X and Y share some prominent feature, which is taken as the label of the syntactic object, or crucially, the syntactic object \{XP, YP\} is modified so that there is only one visible head, that is, one of the phrases is moved. I
interpret it in the way that labeling generally follows movements related to the labeled syntactic object.

This is a more economical option than to assume that labeling can also apply before movement. If labeling applied before movement, then it could be unsuccessful – in the case of \( \{XP, YP\} \) – which given (19) would make the derivation crash. Further, it could also happen in a case different from the case of \( \{XP, YP\} \) that a syntactic object containing an uninterpretable feature relevant for movement will be labeled and transferred, which will again cause the derivation to crash.

At this point, the question arises how long labeling (and consequently Transfer) is going to wait for the appropriate movement. Given the cyclic proposal above - every Merge constitutes a phase -, the moving syntactic object should not wait for a (remote) probe; hence, movement should be of the greedy type. Otherwise strict cyclicity of the proposal would be lost or substantially weakened. Therefore, I assume that movement is triggered by an uninterpretable feature on the moving syntactic object (see Bošković 2007a). For ease of exposition, in what follows, I use the general “uF”, which stands for various features inducing movement. This feature forces the appropriate syntactic object to move immediately. Having said this, I now formulate labeling, as shown in (20).

(20) **Labeling**

For every phase, labeling of a phase follows movements triggered by uF contained in the phase.

According to (20), a phase (i.e., the merged constituent) is labeled after all movements triggered by the movement feature uF present in the phase happened. In other words, (20) allows moving syntactic objects to escape from the to-be-transferred phase. Thus, labeling of a phase does not have to happen immediately after Merger of that phase. It also means that labeling can affect not only the newly built phase but also syntactic objects contained in that phase, similarly to Chomsky (2013). Note that according to Chomsky, first, the phase structure is built and then, at the phase level along with other operations, the whole phase is labeled. Let us now demonstrated with an abstract example how the proposal works.

The syntactic objects \( \alpha \) and \( \beta \) are externally merged and \( \beta \) bears the movement feature uF, as shown in (21a). Given the Phase Formation in (17), the merged syntactic object is a phase and given Phase in (18), the syntactic object must be transferred to the interfaces. Further, because of Transfer in (19), Transfer waits for labeling. As discussed above, the
movement feature uF forces its bearer (here \(\beta\)) to move, as demonstrated in (21b). With respect to the lower copy, I assume that the uninterpretable feature becomes inactive - is deleted - upon movement, in order not to cause the derivation to crash at the semantic interface. Then, given Labeling in (20), the phase is labeled and consequently transferred to the interfaces, as illustrated in (21c). In the next step, \(\gamma\) is merged from the lexical array, as in (21d), and uF forces \(\beta\) to move, as in (21e), and uF on the lower copy is deleted. Given Transfer (19) and Labeling (20), the phase \({\beta, \{\alpha, \beta\}}\) can be labeled and transferred, as shown in (21f). The same also holds for the phase \({\gamma, \{\beta, \{\alpha, \beta\}}\}; see (21g). Since derivations are assumed to proceed in the bottom-up fashion, labeling and Transfer of the phase \({\beta, \{\alpha, \beta\}}\) must precede labeling and Transfer of the phase \({\gamma, \{\beta, \{\alpha, \beta\}}\}).

In this way, the moving syntactic object moves up until it reaches its ultimate landing position and its uninterpretable feature is valued.
Thus, labeling can be delayed in the sense that it does not have to happen immediately after the appropriate operation Merge. Since phases are defined in terms of Transfer in (18) (and the timing of Transfer is irrelevant for the phase status), also delayed phases are phases.

Given the early Transfer in the proposed system, the operation Agree must not be constrained by phases (and the operation Transfer). There are various approaches to long distance Agree and its exceptional behaviour in the literature, ranging from cyclic agreement analyses, through percolation approaches, to proposals treating agreement as a post-syntactic process; see, for instance, Stjepanović and Takahashi (2001), Legate (2005), Bošković (2007a, 2007b), Bobaljik (2008), Müller (2010), Biskup (2012), Richards (2012). I remain agnostic here about which of these analyses should be adopted; in what follows, I will just assume that Agree is not restricted by Transfer.

To sum up this section, the operation Merge forms syntactic objects (phases) that are transferred to the interfaces. The operation labeling feeds Transfer and movement in turn feeds labeling. We have already seen some benefits of the proposed system. In the next section, I will demonstrate that the current proposal can straightforwardly derive the four movement phenomena introduced in section 2.

4. The analysis

4.1. Freezing effects

In section 2.1., we saw several examples of ungrammatical extraction from moved syntactic objects. This section aims to answer the question why such an extraction is bad. Recall from the preceding discussion that movement is triggered by the greedy feature uF, which forces its bearer to move immediately. Combining this with the assumption that derivations proceed in the bottom-up fashion provides us with the answer to the “why” question above.

Specifically, as shown in (22a), the embedded syntactic object ($\beta$) bearing the movement feature must move out of the dominating syntactic object ($\alpha$) before the dominating element itself moves. Thus, it cannot happen that the higher syntactic object moves first and only then the embedded syntactic object; the derivation schematized in (22b) will always be ungrammatical. It is also not possible to add the movement feature to the embedded $\beta$ after movement of $\alpha$ since it would violate the Inclusiveness Condition.
Let us now demonstrate how the proposal works in the case of example (2), repeated below as (23). The relevant part of the derivation proceeds as in (24) (for ease of exposition, I will use the standard category labels in trees).

(23)  

(a) [Which candidate]₁ were there [posters of t₁] all over the town?  
(b) *[Which candidate]₁ were [posters of t₁]₂ t₂ all over the town?

The noun candidate is merged with the determiner which, which bears the movement feature (that could be the usual wh-feature or Q-feature). Since the feature has the pied-piping property in (23), which does not move itself and the preposition of is merged. After that, which pied-pipes candidate across of and the movement feature on the lower copy of which candidate is deleted. Given Labeling in (20) and Transfer in (19), the lower copy of which candidate is labeled and transferred (which could not happen before the movement). The phase {of, {which, candidate}} is also labeled and transferred since there is no movement feature in the phase that could trigger movement. The labeling algorithm does not have to look for movement features in transferred phases because, being transferred (that is, labeled), they cannot contain a movement feature. Hence, in (24) only the head of must be inspected. PP and the higher copy of which candidate, however, cannot be labeled and transferred because they contain an undeleted/active movement feature.

In the next step, the noun posters is merged and the movement feature forces which candidate to move across posters, with the consequence that the movement feature on the lower copy of which candidate is deleted. Now the copy of which candidate in PP is labeled and transferred. The same also holds true for the PP and N’ since they do not contain any (active) movement feature, which could trigger movement; see Labeling and Transfer again.
Next, the phonetically null determiner is merged. Suppose that the determiner bears the movement feature and that its sister should be pied-piped. The fact that the determiner asymmetrically c-commands *which candidate* is crucial for the order of movements. Given the bottom-up assumption, *which candidate* must move first. So, it moves across the determiner in accordance with the Extension Condition, as illustrated with step 1 in (24). After this, the lower copy of *which candidate* and NP are labeled and transferred. Crucially, only then can the determiner with its movement feature pied-pipe the whole NP, as illustrated with step 2. Thus, we can conclude that extraction from a moved syntactic object is not possible because of the bottom-up application of the impatient movement features.

### 4.2 The prohibition of headless XP-movement

In section 2.2., I discussed the constraint on headless phrasal movement. I presented some examples showing that remnant movement of a syntactic object is not possible if its head moved out of the phrase. What is the reason for this behaviour?

The rationale is demonstrated in (25). Suppose that the lexical item $\alpha$ merges with the phrase $\beta$ and that $\alpha$ bears the movement feature, as illustrated in (25a). This Merge operation constitutes a phase but given Labeling – and the presence of the movement feature $\lambda$ –, labeling and Transfer cannot happen yet. The movement feature forces $\alpha$ to move and the movement

---

2 I do not assume any particular theory of pied-piping here, but see, e.g., Horvath (2006), Heck (2008), Cable (2010).
feature on the lower copy is deleted, as shown in (25b). After that, the phase is labeled as $\alpha$ since only $\alpha$ is an atomic element; consider (25c). Then, Transfer can happen. From this is obvious that the headless syntactic object cannot move. Since the moving syntactic object always takes its movement feature along and the movement feature on the lower copy is deleted, the remnant does not contain a feature that could trigger movement. In this way, we receive the effect of Chomsky’s (1995b: 304) and Takano’s (2000) condition that only the head of a chain enters into the operation Move. Given the Inclusiveness Condition, it is also not possible to add a new movement feature to the remnant constituent, which would trigger its movement.

(25) a. $\alpha \quad \beta$

b. $\alpha <\alpha> \quad \beta$

c. $\alpha <\alpha> \quad \beta$

Furthermore, it does not help if two (or more) movement features are put on the moving head because the head takes all its syntactic features along (cf. Chomsky 1995b: 265). Thus, there will never be a situation where one movement feature or syntactic feature remains on the lower copy and another one moves together with the head; which seems to partially derive effects of the principle of lexical integrity (cf. Di Sciullo & Williams 1987: 49, Anderson 1992: 84, Bresnan 2001: 92, Spencer 2005: 81). To be more concrete, consider example (8b), repeated below as (26).

(26) *[Anna $t_1$ a book]$_2$ Hans gave$_1$ $t_2$.

The relevant part of the derivation of (26) is demonstrated in (27). The verb gave merges with the DP a book, as shown in (27a). Since gave bears the movement feature, it must move and the movement feature on the lower copy is deleted, as in (27b). After this step, the phase is labeled and transferred, as shown in (27c). Then Anna is merged, as in (27d), gave moves across it and the movement feature on the lower copy is deleted, as demonstrated in (27e). Thus, on copies of gave, there is no active movement feature, which could pied-pipe the syntactic object [Anna a book]. The derivation proceeds with labeling and transferring the syntactic object {gave, {gave, a book}}; see (27f). The same also happens to the syntactic
object \{\text{Anna, \{gave, \{gave, a book\}\}}\} because it contains no active movement feature anymore; consider (27g).

\begin{align*}
(27) & \quad \text{a.} & \quad \text{b.} & \quad \text{c.} \\
& \quad \text{d.} & \quad \text{e.} & \quad \text{f.} \\
& \quad \text{g.} \\
\end{align*}

Some counterexamples to Takano’s generalization can be found in Fanselow (1991), Lenerz (1995), Müller (1998), Abels (2003). For instance, Müller (1998: 260) proposes that in the following example, the verb \textit{gibt} has raised prior to remnant VP topicalization.

\begin{align*}
(28) & \quad (\text{Ich} \ \text{glaube}) \quad [(\text{VP}_2 \ \text{Kindern} \ \text{Bonbons} \ t_1)] \ \text{gibt} \quad \text{man} \ \text{besser} \ \text{nicht} \ t_2]. \\
& \quad \text{I believe} \quad \text{children sweets} \quad \text{gives} \quad \text{one} \ \text{better} \ \text{not} \\
& \quad \text{‘I believe that one should rather not give children sweets.’} \\
\end{align*}

However, there are data calling the remnant analysis into question. Example (29) shows that V2 movement strands the particle in German. Example (30), taken from Haider (1990: 96),
shows that when the particle is topicalized together with the object, the sentence is ungrammatical, which is unexpected in the light of the remnant analysis of (28).³

(29) *Hans schlug ein Buch auf.
    Hans opened a book on
    ‘Hans opened a book.’

(30) *[Ein Buch auf] schlug Hans.
    a book on open Hans

The counterexamples to Takano’s generalization, in fact, can be analyzed in terms of movement of a syntactic object headed by a phonetically null head. For instance, (31) can receive an analysis under which the moved putative remnant is a projection of an applicative head, as shown in (32) (cf. Fanselow (1993) and Müller (2005) for analyses of remnants in terms of a covert verb).

(31) [Kindern Bonbons] gibt man besser nicht.
    children sweets gives one better not
    ‘One should rather not give children sweets.’

(32) 

The applicative head, bearing the movement feature, is merged with the direct object Bonbons. Since its movement feature has the pied-piping property, the head does not move by itself and the indirect object Kindern is merged. The syntactic object cannot be labeled and transferred because of the presence of the movement feature. Then, the verb gibt is merged, the applicative head pied-pipes the whole constituent across it, as illustrated in (32), with the

³ There are also verb-particle combinations that allow such constructions; see, e.g., Müller (2002).
consequence that the movement feature on the lower copy is deleted and the copy is labeled and transferred. So, the applicative phrase moves successive-cyclically to its ultimative landing position.

To sum up, since movement is triggered by the movement feature on the moving head and the head takes all its syntactic features along and since the movement feature is deleted upon movement, the lower copy of the head has no movement feature, which could pied-pipe other constituents.

4.3. Order preservation in multiple movement

This section is concerned with the question why certain multiple movements show shape preservation effects. In the ideal case, shape preservation effects, as discussed, for instance, in section 2.3., should be derived in the same way. Another question, closely related to the preceding one, is why order preservation is often derived by syntactic objects belonging to the same class, by *wh*-elements, pronouns, clitics *etc*.

I propose that the reason for this is that the syntactic objects move to the same projection. If we combine this proposal with the assumptions from section 3, that movement is triggered immediately by the movement feature on the moving element and that derivations proceed in the bottom-up fashion, then we see why it must be so. As shown in (33), the moving syntactic objects move successive-cyclically across the higher elements, the lower syntactic object always moves first and then the higher syntactic object skips over the lower one in accordance with the Extension Condition. If the syntactic objects value their movement features with the same head, as with Y in (33), we receive the shape conservation effect.

\[(33) \ [WP_1 \ UP_2 \ [Y \ [t_1 \ t_2 \ [X \ [t_1 \ t_2 \ ...]]]]]]\]

To be more specific, the Bulgarian *wh*-movement example in (11), for convenience repeated below as (34), shows that the *wh*-subject must precede the *wh*-object. The relevant parts of the derivation of (34) are shown in (35).

\[(34) \ a. \ Koj_1 \ kogo_2 \ vižda \ t_1 \ t_2?\]
\[\text{who whom sees}\]
\[\text{‘Who sees whom?’}\]
\[b.* \ Kogo_2 \ koj_1 \ vižda \ t_1 \ t_2?\]
\[\text{whom who sees}\]
The *wh*-object *kogo* with its movement feature moves across V, v and the *wh*-subject *koj* (leaving aside the derivation of the verb). The movement feature of the subject forces it to skip back over *kogo*. It is important because this step restores the original hierarchical relation (and the order) between the two elements. The *wh*-object, however, cannot skip over *koj* again before Merger of a new syntactic object (and the same also holds for the subject). Note that such an assumption is also necessary in Chomsky’s system because edge features – which drive the operation Merge and are not deleted – could trigger Merger of one and the same syntactic object repeatedly.

Then, T is merged and given the bottom-up assumption, the object *kogo* moves across it and then the higher *koj*. Since these movements observe the Extension Condition, the subject ends up in a position from where it c-commands the object. Such movement steps are also repeated after Merger of C. What is important is that both *wh*-elements end up in the same projection, that is, their movement features are valued by the same head, here C. This derives the shape conservation effect as in (34a). The ungrammatical sentence in (34b) is derivable only if some condition – the Extension Condition or the bottom-up assumption - is violated.

There are also cases of multiple *wh*-movement without order preservation effects; consider the Czech example in (36).

(36) a. *Kdo koho vidí?*
    who whom sees
    ‘Who sees whom?’

b. *Koho kdo vidí?*
    whom who sees
    ‘Who sees whom?’

From the discussion above we conclude that here we are dealing with movement to different projections. This seems to be correct because according to Rudin (1988) Bulgarian and Romanian *wh*-elements have their ultimate landing position in CP, whereas in Czech, Polish and Serbo-Croatian only the first *wh*-element ends up in CP. Thus, example (36b) will receive the following analysis.
The derivation proceeds like (35); only the final step is different. The wh-subject *kdo* and the wh-object *koho* move to TP, preserving their hierarchical relation, but then only one of the syntactic objects moves further because its movement feature was not valued in TP, in (37) it is the object. (This could be viewed as the difference between focus movement and wh-movement; see, e.g., Bošković (2002b)).

The proposal is supported by Junghanns’ (2002) analysis of Czech reflexive clitics, under which reflexive clitics are generated higher than non-reflexive clitics. We saw in section 2.3. that in the case of pronominal clitics, the dative clitic must precede the accusative clitic, as shown in (38), originally (12). This is expected if the clitics have their ultimate landing position in the same projection because in Czech the indirect object is generated higher than the direct object.

(38) a. *Pavel ti₁ ji₂ představil t₁ t₂.*
    Pavel you.DAT her.ACC introduce
    ‘Pavel introduced her to you.’

b.*Pavel ji₂ ti₁ představil t₁ t₂.*
    Pavel her.ACC you.DAT introduce

What is interesting is that reflexive clitics always precede the pronominal clitics. This is demonstrated in example (39), where the dative clitic *jí* follows the reflexive accusative clitic *se*.

(39) a. *Pavel se₁ jí₂ představil t₁ t₂.*
    Pavel self.ACC her.DAT introduce
    ‘Pavel introduced himself to her.’

b.*Pavel jí₂ se₁ představil t₁ t₂.*
    Pavel her.DAT self.ACC introduce

If Junghanns (2002) is correct and reflexive clitics are merged higher than non-reflexive clitics in the clausal structure and all clitics end up in the same projection, then the ordering like in (39) is expected. Moreover, it seems that generally the order of clitics in the clitic
cluster corresponds to positions of clitics in the clausal structure in Czech; consider the clitic order in (40).

(40) question clitic *li*, modal, auxiliary, reflexive, pronominal dative, pronominal accusative

The proposed analysis is also supported by the difference between scrambling and object shift. Scrambled syntactic objects in languages like German, Russian and Czech can occur in various projections and do not show order preservation effects (e.g. Müller (1995), Bailyn (1995), Veselovská (1995), Biskup (2011)), as predicted by the current analysis. In contrast, object shift, for instance, in Danish and Icelandic show order preservation effects (Vikner 1990, Collins and Thráinsson 1996) and the object shift position is fixed (Vikner 1994), again as expected. Consider the following examples demonstrating the difference in the flexibility of landing sites of scrambling and object shift.

(41) Gestern hat Peter(das Buch) ohne Zweifel (das Buch) nicht (das Buch) gelesen.
    yesterday has Peter (the book) without doubt (the book) not (the book) read
    ‘Yesterday, Peter certainly did not read the book.’
    (German, Vikner 1994: 493)

(42) I gær las Pétur (bókina) eflaust (*bókina) ekki tV (bókina).
    yesterday read Pétur (the book) doubtlessly (the book) not (the book)
    ‘Yesterday, Peter certainly did not read the book.’
    (Icelandic, Vikner 1994: 494)

(43) I går læste Peter (den) uden tvivl (*den) ikke tV (*den).
    yesterday read Peter (it) without doubt (it) not (it)
    ‘Yesterday, Peter certainly did not read the book.’
    (Danish, Vikner 1994: 494)

As to order preservation effects, consider the examples below, which show that in contrast to object shift in Icelandic and Danish, scrambling in German is not order preserving.

(44) Peter hat (das Buch) dem Lehrer (das Buch) sicherlich gezeigt.
    Peter has the book the teacher the book certainly shown
    ‘Peter certainly did not show the book to the teacher.’
(45) Ég lána (*bærkurnar) Maríu (?bærkurnar) ekki.
    I lend the.books Maria the.books not
    ‘I did not lend the books to Maria.’
(Collins and Thráinsson 1996: 406, 409)

(46) Peter viste (*den) hende (den) jo.
    Peter showed it her it indeed
    ‘Peter indeed showed her it.’
(Danish, Müller 2001: 288, originally Vikner 1990)

To summarize this section, if moving syntactic objects end up in the same projection, then, given the bottom-up assumption, the Extension Condition and impatient movement features, order preservation effects arise. If they land in different projections, their order can also be reversed.

4.4. The ban on the acyclic incorporation

In section 2.4., we saw that according to Baker (1988), acyclic incorporations like (47), where the second movement reaches down more deeply into the structure than the first one does, are excluded because the higher trace blocks antecedent government of the lower trace. In what follows, I show how such derivations are excluded by the current proposal.

(47)

Because of the bottom-up assumption and the presence of movement features on the heads Z and Y, Z – which is asymmetrically c-commanded by Y – cannot move after Y. More concretely, the movement feature forces Z to move immediately after Merger of Y, resulting

---

4 This reasoning holds independently of whether the standard head movement or reprojection movement or combination of both is adopted.
in the feature deletion and Transfer of the phase ZP. Only then can Y (together with Z) move and incorporate into the newly merged head X.

In the case of the Baker’s ungrammatical example (15), repeated below as (48), the prepositional complement child corresponds to Z in (47), the preposition/applicative morpheme corresponds to Y and the verb buy corresponds to the head X. Given the argumentation above, when the noun child with its movement feature merges with the preposition, it must incorporate into it; it cannot undergo movement as late as after the preposition incorporation.

    PAST-1S/3O-REFL-child-buy-ASP-APPL
    ‘I sold him to the children.’
    (ok as ‘I sold the children to him.’)

To sum up this discussion, acyclic incorporations can be excluded without recourse to the notion of government. This can be achieved under the assumption that derivations proceed in the bottom-up fashion and that movement is triggered by features forcing the moving element to move immediately.

5. Conclusion

I have proposed some modifications to the minimalist system that on one side can rule out certain types of ill-formed sentences – for instance, with acyclic incorporation or headless XP-movement - and on the other side can derive grammatical sentences with effects like order preservation in multiple movement. We have seen that the proposed system also has other benefits, such as not using the PIC and null phase heads or not stipulating specific projections as phases.
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